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Abstract

Scene text in natural images often has a complex and varied appearance and a variety
of degradations, which pose a great challenge to the reliable recognition of text. In this
paper, we propose a novel scene text recognition method that introduces an effective, end-
to-end trainable text image enhancement network prior to an attention-based recognition
network, which adaptively improves the text image and enhances the performance of the
whole recognition model. Specifically, the enhancement network combines a novel hier-
archical residual enhancement network, which generates and refines pixel-wise enhance-
ment details that are added to the input text image, and a spatial rectification network
regularizing the shape of the text. Through end-to-end training with the recognition net-
work in a weak supervision way with word annotations only, the enhancement network
effectively learns to transform the text image to a more favorable form for subsequent
recognition. The state-of-the-art results on several standard benchmarks demonstrate the
effectiveness of our enhancement-based scene text recognition method.

1 Introduction
The rich semantic information conveyed by scene text is of great value in various content-
based image applications such as scene understanding, image analysis, video surveillance,
and autonomous driving. As a critical step of acquiring text information from natural images,
scene text recognition focuses on inferring the underlying character sequence contained in
an usually rectangular text region localized in one image by certain text detector, which, on
the other hand, is a challenging task due to largely varied appearances, various degradations,
and the complex image context of scene text.

In the past years, many scene text recognition methods have been proposed, which can
be generally grouped into two categories – character oriented and word oriented. Character
oriented methods [23, 30, 32] first localize individual character candidates by connected
component analysis or sliding window schemes, and then recognize characters with certain
classifiers (e.g., SVM and neural network) and handcrafted or learned features, and finally
group characters into words using heuristic rules, clustering algorithms [24], or probabilistic
models [30]. However, as character segmentation and recognition are often error-prone, it is
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usually difficult for these character oriented, bottom-up text recognition methods to achieve
optimal performance.

Comparatively, word oriented methods [14, 17, 28] omit the prior segmentation of indi-
vidual characters and recognize the word as a whole using usually some sequence recognition
models capturing linguistic or language knowledge. For example, many of state-of-the-art
scene text recognition methods adopted an encoder-decoder framework, in which, the en-
coder such as a convolutional neural network (CNN) encodes the text image into a sequence
of feature vectors, and then the decoder such as a recurrent neural network (RNN) predicts
a corresponding sequence of potential character label distributions and further transcribes it
into the final character sequence using connectionist temporal classification (CTC) [7, 28] or
some attention mechanisms [5, 17]. Through end-to-end training of the whole recognition
model, these methods attained significantly improved recognition performance relative to
traditional character-oriented ones.

More recently, increasing researches [18, 21, 27, 29, 35, 37] have shifted their focus to
the recognition of scene text with irregular shapes such as curved or perspectively distorted,
and different techniques like image rectification [21, 27, 29, 37] and 2D attention [18] have
been developed to deal with such text. On the other hand, few work has been reported to
address another important factor that also often leads to recognition failures of scene text –
the degradations of scene text such as low contrast to the background, which are not rare in
natural images.

In this paper, we propose a novel scene text recognition method that introduces an effec-
tive enhancement network to adaptively improve the input text image before feeding it to an
attention-based recognition network, which enhances the performance of the whole recog-
nition model. Figure 1 illustrates the architecture of the proposed text recognition model,
which is composed of two end-to-end trainable building blocks: 1) an enhancement network
combining spatial rectification and pixel-wise enhancement of the image, and 2) an attention-
based recognition network. The key contributions of our scene text recognition method are
summarized as follows:

• Besides distortions of text shape, our method considers the degradations of scene
text like low contrast as equally important factors causing text recognition failures.
Accordingly, our method introduces adaptive text image enhancement into the text
recognition model, which helps enhance text cues while suppressing interfering image
background and hence effectively improves text recognition accuracy. As far as we
know, our proposed enhancement-based recognition scheme has been rarely explored
in existing researches on scene text recognition.

• We propose an effective text image enhancement model, which, in addition to spatially
rectifying the input text image with a Spatial Transformer Network [13], adaptively
enhances the image for subsequent recognition by a novel hierarchical residual en-
hancement network with attentive feature filtering and fusion based on global context
information.

• The proposed enhancement-based text recognition model can be end-to-end trained
requiring no additional supervision information than word annotations, and achieves
state-of-the-art recognition performance on standard scene text benchmark datasets.
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Figure 1: The architecture of the proposed text recognition model.

2 Adaptive Text Image Enhancement
Different from most previous scene text recognition methods, we propose to introduce an
adaptive text image enhancement network prior to the recognition network to improve the
accuracy of the whole recognition model. As shown in Fig. 1, the proposed text image
enhancement model is composed of two main components: a spatial rectification network -
STN, and a residual enhancement network - REN.

2.1 Spatial Rectification Network

As one specific form of enhancement to text with irregular shapes such as inclined, curved,
or perspectively distorted, we employ a Spatial Transformer Network (STN) [13] as the first
module of the enhancement model to spatially rectify the input text image into a relatively
regular linear layout.

The STN comprises three components: a localization network, a grid generator, and a
sampler. The localization network is usually a convolutional neural network ending with
several fully connected layers to predict the x, y coordinates of a set of control points on
the input image, which are to be mapped to predefined regular control points on the rectified
image. Based on the predicted control points, the grid generator calculates the parameters
of a thin plate spline (TPS) [4] transformation and uses it to generate a sampling grid on the
input image. Finally, the sampler produces the rectified image by sampling on the grid points
with bilinear interpolation.

2.2 Residual Enhancement Network

In this work, we consider the degradation of scene text such as low contrast between text and
background as an equally important factor causing a large proportion of failed text recog-
nitions as the distortion of text shape. Accordingly, we propose a residual enhancement
network (REN) which adaptively improves the input text image by enhancing the text cues
and meanwhile reducing the interference of the background.

As shown in Fig. 1, REN employs a hierarchical residual structure, in which, the pre-
dicted enhancement is considered as a residual supplement to the original input image and
therefore, once computed, is added to the input image to produce an enhanced representa-
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Figure 2: Illustration of an enhancement mask obtained by MGN only (middle) and a refined
enhancement mask obtained by the combination of MGN and MRN (right) for an input
image (left).

tion of it. Specifically, we employ a two-level framework comprising two cascaded networks
MGN and MRN to predict an enhancement mask, which is then element-wise multiplied by
the input image to obtain the residual enhancement map to be added to the input image. The
first network MGN generates an initial enhancement mask and has a U-shape structure as il-
lustrated in Fig. 1. The next network MRN, which has the same network structure as MGN,
further predicts a refinement to be added to the initial enhancement mask which improves
the mask with more accurate enhancement details.

Figure 2 shows one example of an enhancement mask predicted by the MGN network
only and a refined enhancement mask attained by the combination of the MGN and MRN
networks. It can be seen that the refined enhancement mask focuses more accurately on the
text region and better suppresses the background.
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Figure 3: Illustration of a feature extraction
block (left) and the corresponding feature
aggregation block (right) in the residual en-
hancement network.

The U-shape network employed in this
work for computing the enhancement mask is
composed of two parts – the feature extrac-
tion stem and the feature aggregation stem,
which gradually aggregate feature maps gen-
erated at multiple abstraction levels to accom-
modate widely varied sizes of characters, as
large characters are better depicted by coarser
features at higher abstraction levels, while
finer features at lower abstraction levels are
suitable for depicting small characters.

2.2.1 Feature Extraction Stem

The feature extraction stem consists of an in-
put block and four feature extraction blocks.
The input block is composed of two convo-
lutional blocks, each consisting of a convolu-
tion, a batch normalization (BN), and a recti-
fied linear unit (ReLU). Each feature extrac-
tion block, as shown in Fig. 3, first applies a
convolution with stride 2 on input feature maps to downsample them to half of the original
size, and then employs two convolutional blocks for feature extraction. By cascading four
feature extraction blocks, the stem acquires a series of feature representations of the input
image, each corresponding to an increasingly higher abstraction level and having a halved
resolution compared to the previous representation.
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2.2.2 Feature Aggregation Stem

The feature aggregation stem is composed of four feature aggregation blocks and an output
block. As shown in Fig. 3, each feature aggregation block first doubles the sizes of the
feature maps hi−1 generated by the previous feature aggregation block via a deconvolution
operation with a stride of 2, and then concatenates them with the feature maps fi extracted
by the corresponding block of the feature extraction stem. Two convolutional blocks are then
employed to aggregate features from two stems so as to merge the finer location information
encoded in fi with the semantic information encoded in hi−1.

Finally, the output block consists of a convolutional layer and a sigmoid function and
projects the last aggregated feature maps into a three-channel enhancement mask whose
values are constrained within [0,1].

2.2.3 Feature Filtering Based on Global Context

In a fully convolutional network, the local receptive field of one convolutional kernel usually
cannot capture sufficient global cues for robustly discriminating between text and non-text
regions. Therefore, we propose to introduce a global context based attention mechanism
to the aforementioned hierarchical U-shape network, which exploits the global information
extracted from highly abstracted features to filter and refine the output features of the aggre-
gation stem.

Specifically, as shown in Fig. 3, we first compute a global context vector by applying
sequentially a convolution, a softmax, and a squeeze-excitation operation [10] on the de-
convolved feature maps from hi−1 which encode accurate semantic information. The global
context vector is then multiplied element-wise to the feature maps fi of the lower abstraction
level, which encode more detailed location information, yielding a set of maps depicting the
similarity between the global context vector and fi. These similarity maps, which are taken
as attention cues to help the model to focus on text regions, then undergo a 1×1 convolution
followed by a sigmoid function to generate a set of binary weighting maps, which are then
used to filter the output of the feature aggregation stem.

2.2.4 Effects of Adaptive Image Enhancement on Text Recognition

Different from a separately-tuned pre-processing module based on some traditional image
enhancement techniques which usually enhance both text and non-text regions in the im-
age indiscriminately, the proposed enhancement network is end-to-end trained with the text
recognition network, in which the enhancement network is adaptively optimized by propa-
gating the loss at the final text recognition result back. In this way, the enhancement network
automatically learns the most favorable way to adapt input images for the text recognition
task and effectively increases the accuracy of the recognition results. Meanwhile, the en-
hancement network requires no extra label information in the training, so that the whole
recognition model can be learned in a weak supervision way with only word annotations.

Figure 4 presents some examples of the rectified and enhanced text images by the pro-
posed enhancement model and corresponding recognition results. It can be seen that, given
an input text image, the enhancement model produces an image that is usually easier to rec-
ognize due to the suppressed smoother background and the enhanced details of the text as
well as the spatially rectified text layout, which lead to a more accurate recognition result.
Moreover, the proposed enhancement network is sufficiently powerful to deal with text of
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Original

this stands from subject

Rectified∗

lines sender first sender

Enhan. Mask

Rectified
& Enhanced

finish safaris fish singpost

Ground Truth finish safaris fish singpost

Figure 4: Illustration of the effects of adaptive image enhancement on text recognition
results. Row ’Original’ presents the original text images. Row ’Rectified∗’ presents the
rectified images by an enhancement model comprising the STN only. Row ’Enhan. Mask’
and row ’Rectified & Enhanced’ present the predicted enhancement masks and the rectified
and enhanced text images by the proposed enhancement model, respectively. Text under the
images are the corresponding recognition results. The color representations of the enhanced
text image and the enhancement mask are generated by taking the three output maps of the
enhancement network (with values normalized to the range [0,1]) as the R, G, and B color
channels of the image and the mask.

varied sizes owing to its U-shape architecture which captures multi-scale features and the
global context information.

3 Attention-Based Text Recognition

On the basis of the proposed text image enhancement model, we employ a relatively stan-
dard attention-based sequence-to-sequence recognition model to recognize the text in the
enhanced image. The recognition network is composed of an encoder and a decoder as
shown in Fig. 1, which is similar to the recognition modules employed in [21, 29].

The encoder first employs a 45-layer residual network [9] consisting of an input block
and five residual blocks to extract features from an enhanced text image and finally yield
a feature map with a height of 1, which is then sliced along the width axis into a feature
sequence. Next, the encoder employs two layers of bidirectional long short-term memory
(BiLSTM) to capture long-range dependencies between feature vectors in both forward and
backward directions of the feature sequence. The hidden state vectors of the two directions
of a BiLSTM are then concatenated as its output feature sequence.

The decoder employs a gated recurrent unit (GRU) with the BahdanauAttention mecha-
nism [1] to decode the encoded sequential features into an output sequence of character label
distribution vectors, based on which the decoder further predicts the symbol at each time step
and stops processing when it predicts an end-of-sequence token "EOS" [31]. Furthermore,
the beam search algorithm is employed in the inference stage, which maintains top-k candi-
dates according to the accumulative scores and finally outputs a relatively optimal character
sequence.
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3.1 Loss Function
As the image enhancement network is end-to-end trained requiring no additional supervision
information, the loss of the whole text recognition model is the same as those employed in
most text recognition methods, which is formulated as:

Lrec =−
N

∑
i=1

NC

∑
j=1

I(ŷyy j
i = 1)log(yyy j

i ) (1)

where N is the length of the predicted character label distribution sequence {yyyi}, NC is
the total number of different characters, {ŷyyi} is the ground-truth one-hot label distribution
sequence, and I(·) is a binary function that returns 1 if its input is evaluated as true and
returns 0 otherwise.

4 Experiments

4.1 Dataset
We evaluate our scene text recognition method on following benchmark datasets:

IIIT5K-Words (IIIT5K) [22] contains 3000 cropped text images from Internet, most of
which are focused text with regular layout.

ICDAR 2003 (IC03) [20] consists of 251 scene text images, in which the ground-truth
text is labeled with its bounding box. We employ the same scheme as used in [32] to discard
images consisting of non-alphanumeric characters or containing less than three characters,
yielding a dataset composed of 867 cropped text images.

ICDAR 2013 (IC13) [15] inherits most of its samples from IC03 and provides 1015 text
images after filtering as applied on IC03.

Street View Text (SVT) [32] contains 647 cropped word images collected from Google
Street View for testing, many of which are severely corrupted by noise and blur and may
have very low resolutions.

SVT-Perspective (SVT-P) [25] consists of 639 cropped images picked from side-view
angle snapshots in Google Street View, which often contain severe perspective distortions.

ICDAR 2015 (IC15) [16] contains 2077 cropped images, with more than 200 text sam-
ples being irregular ones such as arbitrarily-oriented, curved, and perspectively distorted.

CUTE80 (CT80) [26] contains 288 cropped natural images and focuses on evaluating
recognition performance on curved text.

On all datasets, we employ word recognition accuracy as the performance metric, which
is defined as |C||T | with C and T being the sets of correctly recognized words and all ground-
truth words respectively. No lexicon information is exploited in all experiments.

4.2 Implementation Details
The spatial rectification network employs the same configurations as used in [29] and outputs
a rectified text image of size 32×112, which is also the input size of the residual enhance-
ment network and the recognition network.

In the residual enhancement network, all convolutional layers use a kernel size of 3×
3, except that a 1× 1 kernel is used in global-context-based feature filtering as shown in
Fig. 3. All deconvolutional layers use a kernel size of 4×4. The number of the output filters
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Table 1: Comparison of text recognition performance with several variants of the enhance-
ment network.

Method Regular Text Irregular Text
IIIT5K SVT IC03 IC13 SVT-P CT80 IC15

Baseline 93.0 87.5 93.9 92.3 78.3 78.5 72.5
STN 93.5 89.5 95.2 93.2 82.2 79.5 75.7
REN− 93.5 88.6 94.8 92.9 82.0 80.2 76.0
STN + REN− 93.9 89.8 95.4 93.8 81.2 82.6 76.8
STN + REN− + GC 93.4 90.1 94.0 94.4 81.2 84.0 77.9
STN + REN (Proposed) 93.9 90.4 96.0 95.1 83.6 83.7 77.7

employed by the convolutional layers in each block in the feature extraction stem are 32, 64,
128, 256, and 256 respectively, while they are 128, 64, 32, 32, and 3 respectively for the
blocks in the feature aggregation stem.

The recognition network employs similar configurations to those used in [21, 29]. In
the residual network of the encoder, the input block comprises a 3× 3 convolution layer
with 1×1 stride, and each of the five residual blocks comprises several residual units, with
each unit consisting of a 1×1 convolution and a 3×3 convolution operations. The first two
residual blocks each further downsample the feature maps with a 2× 2-stride convolution,
while the last three residual blocks each employ a 2× 1-stride convolution to reduce the
sizes of feature maps only in the height direction. The two LSTMs of a BiLSTM layer in
the encoder each have 256 hidden units for capturing dependencies in one direction of the
feature sequence. The attentive decoder has 512 hidden units and 512 attention units, and
recognizes 37 symbols, including 26 lower letters, 10 digits, and 1 EOS token.

We train the proposed enhancement-based text recognition model end-to-end on the 8-
million synthetic data by Jaderberg et al. [11] and the 6-million synthetic data by Gupta el
al. [8], which are randomly sampled to form minibatches of size 256. All image samples
are resized to 32× 112 before being input into the recognition model. The Adadelta [36]
optimizer is employed in the training, with the learning rate being initially set to 1.0 and
automatically adjusted by the optimizer during the training. The training of the whole recog-
nition model on one NVIDIA Tesla V100 GPU for 10 epochs takes about 40 hours, and the
model achieves about 30 FPS in the inference.

4.3 Effectiveness of Adaptive Image Enhancement for Text
Recognition

To validate the effectiveness of the proposed adaptive text image enhancement model for
scene text recognition, in Table 1, we compare the text recognition performance of com-
bining several variants of the enhancement network with the same recognition backbone.
Specifically, the model ’Baseline’ skips the prior image rectification and enhancement net-
works at all, feeding the input text image directly to the recognition backbone. The model
’STN’ employs solely the spatial rectification network for enhancing the input image. The
model ’REN−’ omits the global context block and enhancement mask refinement (i.e., MRN)
from the proposed residual enhancement network (REN), enhancing the input image based
on the initial enhancement mask without rectification. The model ’STN + REN−’ combines
the STN and REN− networks, and the model ’STN + REN− + GC’ further integrates the
global context (GC) based feature filtering mechanism into the enhancement network.
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Compared to the baseline model, the introduction of either the proposed residual image
enhancement module or the spatial rectification module effectively increases the accuracy of
the recognition model. Combining both modules helps further enhance the recognition per-
formance on all but one datasets. Meanwhile, integrating the global context block into the
enhancement network increases the final recognition accuracy on the majority of datasets,
revealing the effect of global context information on feature filtering for text image enhance-
ment. By further introducing enhancement mask refinement, REN attains more accurate
residual enhancement representations, which help improve the recognition accuracy on all
regular and one irregular text datasets, along with close results on the last two datasets.

The overall enhanced recognition accuracy of the proposed enhancement-based text recog-
nition model on all datasets relative to the baseline demonstrates the effectiveness of adaptive
image enhancement for the scene text recognition task. Through end-to-end training with the
recognition module, the enhancement network successfully learns to transform the input im-
age in a way leading to better recognition results.

On the other hand, to verify the superiority of the proposed adaptive image enhance-
ment model, which can be jointly learned with the recognition network, over a separate
pre-processing scheme (i.e., not end-to-end optimized with the recognizer) employing some
traditional image enhancement technique, we replace the proposed REN module in our text
recognition model with two common image enhancement techniques, histogram equaliza-
tion and homomorphic filtering, which act as a pre-processing module and are combined
with the retrained spatial rectification and recognition networks. The experimental results
show that our enhancement model yields 1.5% to 3.8% higher recognition accuracy on the
benchmark datasets compared to the separate pre-processing schemes whose output image
may be nonoptimal or even harder for the text recognizer as the non-text parts of the im-
age like the background may also have been enhanced in the absence of the guidance of the
recognizer.

4.4 Comparison with State-of-the-Art Text Recognition Methods
We compare our text recognition method with state-of-the-art methods on both regular and
irregular scene text datasets in Table 2.

Our method achieves the top recognition accuracy on five of all seven benchmark datasets
and the second best accuracy on the other two datasets, among the methods that make use
of only word-level annotations in the training as ours. Moreover, compared to the methods
that additionally exploited character-level annotations besides word-level ones, including
[34] which employed a more complicated spatial rectification model than STN, our method
exploiting solely word-level annotations still achieves the highest scores on four of the seven
benchmarks and the second best results on the other ones.

The state-of-the-art performance of our method on various benchmarks shows its ef-
fectiveness in recognizing scene text with varied shapes and degradations. Given the rel-
atively standard recognition backbone employed in our method, the results of the experi-
ment demonstrate the significant effect of the proposed text image enhancement mechanism
on improving the accuracy of the text recognition model. Particularly, compared to those
rectification-based text recognition methods [21, 27, 29, 37], our method with a simple STN-
based rectification module and the similar recognition backbone achieves overall enhanced
recognition accuracy, revealing that, in addition to rectification measures, adaptive image
enhancement is also an important and effective measure to improve the recognition of chal-
lenging scene text.
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Table 2: Recognition accuracy on regular and irregular scene text datasets without utilizing
lexicon. The approaches marked with ∗ are trained with both word-level and character-level
annotations. In each column, the best performing result is shown in bold font, and the second
best result is shown with underline.

Method Regular Text Irregular Text
IIIT5k SVT IC03 IC13 SVT-P CT80 IC15

Bissacco et al. [3] - 78.0 - 87.6 - - -
Jaderberg et al. [12] - 71.7 89.6 81.8 - - -
Jaderberg et al. [14] - 80.7 93.1 90.8 - - -

Shi et al. [28] 78.2 80.8 93.1 86.7 66.8 54.9 -
Shi et al. [27] 81.9 81.9 90.1 88.6 71.8 59.2 -
Lee et al. [17] 78.4 80.7 88.7 90.0 - - -

Cheng et al. [6] 87.0 82.8 91.5 - 73.0 76.8 68.2
Luo et al. [21] 91.2 88.3 95.0 92.4 76.1 77.4 68.8
Shi et al. [29] 93.4 89.5 94.5 91.8 78.5 79.5 76.1
Li et al. [18] 91.5 84.5 - 91.0 76.4 83.3 69.2

Zhan et al. [37] 93.3 90.2 - 91.3 79.6 83.3 76.9
Wang et al. [33] 94.3 89.2 95.0 93.9 80.0 84.4 74.5

Ours 93.9 90.4 96.0 95.1 83.6 83.7 77.7
Yang et al. ∗ [35] - - - - 75.8 69.3 -
Cheng et al. ∗ [5] 87.4 85.9 94.2 93.3 - - 70.6
Liu et al. ∗ [19] 92.0 85.5 92.0 91.1 78.9 - 74.2
Bai et al. ∗ [2] 88.3 87.5 94.6 94.4 - - 73.9

Yang et al. ∗ [34] 94.4 88.9 95.0 93.9 80.8 87.5 78.7
Ours 93.9 90.4 96.0 95.1 83.6 83.7 77.7

5 Conclusion
We present a novel enhancement-based scene text recognition method, which adaptively
enhances the text image with a spatial rectification network and a hierarchical residual en-
hancement network before feeding it to a recognition network. Through end-to-end training
with the recognition network, the enhancement model automatically learns the most favor-
able way to transform the image that leads to an enhanced text recognition accuracy. Exper-
iments on various benchmarks demonstrate the effectiveness of our text recognition method
for both regular and irregular text.
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