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Abstract

In this paper, we propose a new framework for an anti-litter visual surveillance sys-
tem to prevent garbage dumping as a real-world application. There have been many ef-
forts to deploy an action recognition based visual surveillance system. However, many
conventional methods were overfitted for only specific scenes due to hand-crafted rules
and lack of real-world data. To overcome this problem, we propose a novel algorithm
that handles the diverse scene properties of the real-world surveillance. In addition to
collecting data from the real-world, we train the effective model to understand the person
through multiple datasets such as human poses, human coarse action (e.g., upright, bent),
and fine action (e.g., pushing a cart) via multi-task learning. As a result, our approach
eliminates the need for scene-by-scene tuning and provides robustness to behavior un-
derstanding performance in a visual surveillance system. In addition, we propose a new
object detection network that is optimized for detecting carryable objects and a person.
The proposed detection network reduces the computational cost by specifying potential
suspects only to the person who carries an object. Our method outperforms the state-
of-the-art methods in detecting the garbage dumping action on real-world surveillance
video dataset.

1 Introduction
The environmental pollution problem caused by the dumping of garbage continues to be se-
rious. According to a recent report [10], 15 tonnes of plastic waste leaks into the sea every
minute, which is equivalent to the capacity of one garbage truck. Many countries and states
have been trying to reduce trash and illegal dumping, by establishing a litterer report pro-
gram [1, 7, 9, 11]. As machine learning and computer vision technologies have exploded in
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Figure 1: The overview of our method.

recent years, there are many efforts to make use of these technologies to solve the litter and il-
legal dumping problem that causes the social and environmental problems. For example, the
non-profit research group [29] has been collecting the trash dataset (TACO) and suggested
several future applications: drones surveying trash, robots picking up litter, anti-litter surveil-
lance, and so on. We also deeply sympathize with developing an artificial intelligence (AI)
and computer vision system that solves littering problem. As a part of solving the littering
problem, we propose an anti-litter video surveillance system in the real-world. In conjunc-
tion with the litterer report program, our method can help to prevent unauthorized dumping
by automatically detecting waste litterers, and reporting them to the authorities.

In this paper, we propose a novel framework for a real-world visual surveillance system
to prevent garbage dumping. As shown in Figure 1, the proposed method detects the person
who dumps the garbage in a two-stage manner. From the input frame, the proposed method
detects the person and carryable objects (denoted as the black bounding boxes), then decides
a potential litterer (denoted as the green box). After selecting the target person, the proposed
method estimates the human pose and infers the human actions including a dumping action.

The proposed method effectively utilizes multiple datasets in order to avoid overfitting
caused by insufficient surveillance datasets through multi-task learning. For more detail, the
human pose, human state (coarse action), human detailed behavior (fine action), and the
real-world surveillance datasets are jointly used to train our network. Since these datasets
provide complementary information to each other, the multi-task learning can improve the
performance of garbage dumping action detection. Also, we train a new object detector by
re-organizing COCO dataset [25] based on objects that person can carry (‘carryable’), which
enables to detect various human-carrying objects and limit the target person to be monitored.
The experimental results show the improved performance compared to both the conventional
image-based recognition methods [6, 12] and the state-of-the-art methods [18, 37, 40].

2 Related Works

2.1 Action recognition

Recently, action recognition research has been actively conducted using large-scale datasets [3,
38]. Most studies have extended image recognition studies using convolutional neural net-
works (CNN) to video understanding: action classification (i.e., finding action labels at the
clip level) [4, 32, 33] and action localization (i.e., finding start and end of the event in the
video) [27, 30, 42]. However, there are many difficulties in applying the success of these
studies directly to surveillance applications. First, conventional methods focus on sports and
movies that have behavioral characteristics through the whole video. On the other hand,
the action/event in the surveillance scene occurs in a locally and temporally limited region,
so the feature from the whole frames may contain meaningless information. In addition, the
surveillance camera shoots the video in continuous streaming while traditional methods han-
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dle fixed length video. In contrast to previous works, we design a framework for dumping
action detection (as one of the real-world action recognition applications) in online streaming
video.

2.2 Intelligent visual surveillance

Research on making an intelligent visual surveillance system has been studied for a long
time [16]. In the past, the system aims to detect target events as the rule-based method de-
pending on the scene and camera constraints [26, 39]. The most similar application to our
problem is the abandoned luggage detection, which has been developed for the dangerous
object detection in major facilities such as airports [17, 28]. However, the scenarios in the
abandoned luggage detection are impractical because the abandoned objects in experiments
are in a well visible position in the frame. Moreover, although it is important who actually
left the object, they only focused on abandoned objects after a person leaved the object.

Due to advances in deep learning and the release of large-scale datasets (e.g., Ima-
geNet [8]), many computer vision algorithms have reduced the domain and scene depen-
dency and have been applied to surveillance scenes [5, 18, 23, 24, 37, 41]. In detecting the
garbage dumping action, a few works showed the possibility of the surveillance behavior
understanding based on the person and surrounding object [19, 40]. Although they showed
improved results over the rule-based methods, they still had the scene dependency problem
due to a lack of real-world data.

2.3 Multi-task learning

The proposed method utilizes multi-task learning techniques to overcome the modeling lim-
itations due to a lack of data for the target problem. Multi-task learning can increase gener-
ality through multiple datasets that can generate synergies. As a representative work, Mask
R-CNN [13] performs classification, detection, and segmentation while sharing the same
backbone network. In human understanding, a few studies [2, 15, 34] have showed the im-
provement through the use of relative information such as human pose and surrounding ob-
jects. For understanding actions in surveillance scene, we extend and devise the multi-task
network to obtain the generality through simultaneous learning of pose, coarse action, fine
action, and target surveillance action.

3 The Proposed Method

As depicted in Figure 2, our framework first finds the person and carryable objects, and
then performs multiple tasks including the dumping action classification. For the person and
carryable object detector, we re-organize the detection dataset based on objects that person
can carry (‘carryable’) and train the detection network based on the re-organized dataset. It
enables to detect human-carrying objects with various shapes and improves the performance
and efficiency by limiting the target person to be monitored.

To establish the multi-task classification network, we propose a new structure that utilizes
multiple datasets for the person understanding to avoids overfitting. The multi-task network
consists of three modules: 1) feature extraction network, 2) feature fusion network, and 3)
pose estimation and multiple action classification networks. To be more specific, the pro-
posed classifier is jointly trained by four datasets: the COCO keypoint dataset [25] to infer
the locations of human body parts (pose), the MPHB dataset [3] to infer the overall state
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Figure 2: Whole architecture of the proposed network. The proposed network performs four
tasks: 1) COCO style pose estimation, 2) coarse action (MPHB), 3) fine action (Stanford40),
and 4) target action (CCTV) classification. The multi-scale features and keypoint heatmaps
are fused to generate optimized features for dumping action detection.

of a person (coarse action), the Standford40 dataset [38] to find person’s detailed behav-
ior (fine action), and the surveillance dataset to model the dumping action patterns from the
real-world surveillance camera (target action).

3.1 Person and carryable object detector

To increase the efficiency, we build a new carryable object detector that limits the target
person to the person who carries an object. Thus, we design and train a carryable object de-
tector by creating a new class with a functional classification of a category. More specifically,
we re-organized the COCO object detection dataset [25] that contains 80 object classes into
three classes: ‘person’, ‘carryable’, and ‘others’. The ‘person’ class denotes an ordinary per-
son which is the same as the original COCO dataset [25]. However, we reassigned objects
such as a backpack, handbag, and suitcase that can be carried by a person to ‘carryable’
class. And, ‘others’ class consists of the object classes apart from human interests like a bus,
train, and bird class. After that, we train a detection network on the newly classified COCO
dataset using the model pretrained on ImageNet [8]. We train the Mask R-CNN [13] with
VoVNet [21, 22] backbone, where VoVNet is an energy and GPU memory efficient backbone
that meets the resource constraints of the surveillance system.

3.2 Feature extraction network

In order to train the network for multiple tasks, the structure of the feature extraction network
is important. Since our target problem should distinguish behaviors through differences in
the human image, we need a high-resolution feature representation as a fine-grained clas-
sification problem. Therefore, we adopt the HRNet [31] as the feature extraction network
instead of other conventional networks such as ResNet [12] by two reasons: 1) HRNet [31]
is designed to extract a high-resolution feature for both image classification and keypoint
detection, 2) HRNet [31] can extract multi-scale features simultaneously.

We design the feature extraction network as a shared the backbone network structure
for multiple tasks. Since our network is trained to estimate the pose and classify multiple
actions simultaneously, the extracted feature improves the overall human understanding by
avoiding overfiiting. For example, human pose information can enable the network to attend
the discriminative joint features such as bent pose or outstretched pose to dump an object. As
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depicted in Figure 2, our backbone network based on HRNet is connected to two paths: key-
point estimator and multiple action classifiers. For the keypoint estimator, the high-resoultion
feature is used to generate the pose heatmaps like the original HRNet. For the action classi-
fiers, the multi-scale features are used to handle the various sizes of the human and the object
that the person carries.

3.3 Feature fusion network

In this module, we try to incorporate multiple features to make a improvements in detecting
the garbage dumping action. As shown in Figure 2, the feature fusion network takes the pose
feature, multi-scale features, and the input RGB patch as an input. Human pose feature is
used to guide to focus the human details. The multi-scale features are the human-centric
features because the backbone is trained by human pose and actions simultaneously. The
RGB image gives the information on the carrying object and the background. To incorporate
these features, we propose the feature fusion network that fuses three different features: the
RGB patch (x), the concatenated multi-scale features (φ(x)), and the predicted pose heatmap
(ĥ). These features are resized to the size of φ(x) in order to perform concatenation. The
fused feature ρ(x) is given as:

ρ(x) = ψ(x⊕φ(x)⊕ ĥ), (1)

where ψ is the feature fusion network and ⊕ is the concatenation of features. For the feature
fusion network, we stack the convolutional block attention module (CBAM) [35] and an ad-
ditional convolutional layer, sequentially. Here, CBAM [35] is utilized as an adaptive feature
fusion block to weight features with different characteristics. Then, additional convolutional
layer is added to incorporate the weighted feature to action feature space.

3.4 Pose estimation and multi-task classification network

Our network consists of a pose estimation network and three action classification networks
to achieve multi-task learning. The pose estimation network consists of a single convolution
neural network by connecting the highest resolution feature of the backbone network. Each
action classification network is devised using a single-layer perceptron to receive features
obtained from the feature fusion network.

To train the proposed network, the cross entropy loss (CE) and the mean squared er-
ror (MSE) loss are used for the action classification and the keypoint estimation, respectively.
Let X (i) be the ith action dataset among the multiple action datasets. f ( · ;θ) denotes the fea-
ture from the backbone network f with parameter θ . And, the g( · ;η(i),X (i)) is defined as
the ith classification network with parameter η(i) corresponding dataset X (i). For the jth ele-
ment of the ith action dataset X (i), a paired set {x j,y j} is given as input image x j and action
label y j. The classification loss Lcls is given as:

Lcls(X (i);θ ,η(i)) =
1

n(i) ∑
{x j ,y j}∈X (i)

CE(g( f (x j;θ);η
(i),X (i)),y j), (2)

where n(i) = |X (i)| and | · | is the cardinality of the set. That is, the proposed network uses the
shared parameter θ for the feature extraction f and the different parameters η(i) depending
on the ith action.
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For keypoint estimation, the MSE loss is calculated for each channel of keypoint heatmap.
Let X p be the keypoint dataset for human pose and h( · ;η p) denotes the estimated heatmap
of each joint with parameter η p. The keypoint estimation loss Lp is given as:

Lp(X p;θ ,η p) =
1
np ∑
{x j ,h j}∈X p

||h( f (x j;θ);η
p,X p)−h j||22, (3)

where np = |X p| and {x j,h j} is a paired set with the input image x j and the corresponding
ground truth heatmap h j. Finally, the total loss Ltotal is given as:

Ltotal = ∑
X (i)

Lcls(X (i);θ ,η(i))+Lp(X p;θ ,η p), (4)

where X (i) ∈ {X coarse,X f ine,X target}. Therefore, the whole network parameter Θ of our
proposed network is given as:

Θ = {θ ,η p,ηc,η f ,η t}, (5)

where ηc, η f , and η t denote the parameters of classification network for X coarse, X f ine, and
X target , respectively. The final goal is to find the optimal network parameter Θ̂ as:

Θ̂ = argmin
Θ
Ltotal , (6)

which enables network to perform pose estimation, and multi-task classification at the same
time.

4 Experiments

4.1 Dataset
While training the network, the number of datasets substantially affects the final perfor-
mance. However, due to privacy and security issues, we could not find any publicly available
dumping action detection dataset. Therefore, we have built our own dataset from over 50
closed-circuit television (CCTV) cameras installed by local governments. Raw videos are
dealt with only for research purpose under security manuals. We split the raw videos to 899
videos with at least one dumping action in each clip. These videos were taken with resolution
of 1920×1080 where the resolution of average human size was 39×64. Among 899 videos,
101 were taken at night and the length of video varies from 3 to 13 seconds. We have labeled
not only litterers but also non-litterers to train and validate the proposed method.

Our CCTV dumping action dataset contains more than 220k human bounding boxes. In
labeling procedure, we divided the dataset into four classes (‘Carry’, ‘Just-before’, ‘Dump-
ing’, ‘Normal’) rather than a simple binary label (with and without garbage dumping action).
This labeling scheme allows the classifier to distinguish details in human images and pre-
vents it from overfitting to the background. The sample images of each class are presented
in Figure 3. We manually gave the label of the human bounding box to one of the classes:
‘Carry’, ‘Just-before’, ‘Dumping’, and ‘Normal’. A class named ‘Carry’ denotes all people
who carry an object. The object could be a garbage as well as non-garbage such as bag or
umbrella. The ‘Just-before’ class denotes a person who stands just next to the garbage pile
with garbage on one’s hand. The ‘Dumping’ class denotes a person who is dumping the
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garbage. Finally, the ‘Normal’ class denotes all the other people who are just going through
the CCTV angle. We split the CCTV dataset into two sets (i.e., training and validation) with-
out any scene overlap, where the number of videos for training and validation sets is 813 and
86, respectively.

To overcome the small number of training data, we utilize three additional datasets; 1)
Stanford40 [38], 2) MPHB [3], 3) COCO [25]. The Stanford40 [38] dataset labels 10k human
action images using 40 different classes such as pushing a cart and fixing a car. Each class
is very specific enough to regard it as a fine action dataset. The MPHB [3] dataset has 26k
images labeled using six classes such as lying and bent, which is used as a coarse action
dataset. Finally, we use COCO [25] dataset as a human pose dataset which contains 59k
humans pose labeled using keypoints.

(a) (b) (c) (d)
Figure 3: The examples of our surveillance action dataset for each class: (a) Carry, (b) Just-
before, (c) Dumping, and (d) Normal.

4.2 Implementation details

Our network is trained on a GPU machine with Intel R©Xeon R©CPU E5-2660 v4 @ 2.00GHz
CPU, 128GB RAM, and four Titan RTX 24GB GPUs. For training the person and carryable
object detector with re-organized dataset, we follow the same setting of released code of
VoVNet-39 [21, 22] based on Detectron2 [36]. For the multi-task learning for pose estimation
and action classification, the batch size is set to 128, and ADAM [20] optimizer is used with
0.00001 initial learning rate to train 40M parameters. Each mini-batch consists of randomly
sampled data from the whole multi-task datasets. Since the sampled data have information
for the dataset source (i.e., pose or coarse action dataset), only relevant network parameters
are updated. We iterate to 210 epochs and decay our learning rate as a factor of 0.1 at epoch
170 and 185. Additionally, we initialize the network using ImageNet pre-trained weights.
It takes 5 days to train the proposed multi-task network. The proposed network operates at
110ms (carryable object detector: 81ms + multi-task action classification network: 29ms) per
frame.

4.3 Performance measure

For performance measure, we have utilized a frame-level accuracy and F-score. When the
input frame x and label y are given, the frame-level accuracy of prediction ŷ is given as:

Accuracy =
1
n

n

∑
i=1

1[yi = ŷi], (7)

where i is the frame index and n is the total number of frames. The 1 is the indicator function
that gives 1 if the condition is satisfied and 0 otherwise. To measure F-score, we calculate
true positive, false positive and true negative in order to obtain precision, recall, and F-
score. We have compared our methods quantitatively using frame-wise accuracy, precision,
recall and F-score.
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5 Results

5.1 Quantitative results
We have compared the baseline and the state-of-the-art methods: SVM [6] is the trained
support vector machine using the patch label, RBD [40] is the relation-based detection from
a person and carrying object, ST-GCN [37] is a graph convolution network (GCN) using a
keypoint information, and OHA-GCN [19] is a GCN using an object-related human pose.
In Table 1, our method shows the best performances than the state-of-the-art algorithms in
both accuracy and F-score measure. From Table 1, we can infer that others have large false
negatives because they show low recall compared to accuracy. This is mainly originated due
to a large number of negative samples compared to the positives. Furthermore, the accuracy
metric is easily get distorted by data imbalance. Better precision and recall values compared
to the other methods prove that our method is less biased to false negatives.

Method Accuracy Precision Recall F-score
SVM [6] 0.639 0.376 0.269 0.314
RBD [40] 0.658 0.372 0.166 0.229

ST-GCN [37] 0.525 0.325 0.508 0.396
OHA-GCN [19] 0.614 0.395 0.483 0.434

Ours 0.743 0.581 0.582 0.581
Table 1: Quantitative results of our methods compared to the state-of-the-art methods.

5.2 Ablation studies
We perform an ablation study on our method. Table 2 shows the result of the ablation study.
The “Carry” denotes the usage of the re-organized object class to train the carryable object
detection network. If the “Multi-task” is not checked, only target data (i.e., CCTV dataset) is
used for training the network, where the backbone network is directly connected to the target
action classifier. When the “Feature Fusion” is not checked, the operation of the feature
fusion network is replaced with the simple concatenation. Since the feature fusion network
requires features extracted from multi-task datasets, the “Feature Fusion” can be valid only
if the “Multi-task” is checked.

Method Backbone Carry Multi-task Feature Fusion Accuracy Precision Recall F-score

Ours

ResNet-50 - - - 0.641 0.434 0.561 0.489
ResNet-50 X - - 0.667 0.463 0.526 0.492

HRNet-W32 - - - 0.716 0.539 0.525 0.532
HRNet-W32 X - - 0.740 0.587 0.511 0.546
HRNet-W32 - X - 0.694 0.502 0.627 0.557
HRNet-W32 X X - 0.720 0.539 0.608 0.571
HRNet-W32 - X X 0.723 0.544 0.603 0.572
HRNet-W32 X X X 0.743 0.581 0.582 0.581

Table 2: Ablation study for our proposed method. The “Carry”, “Multi-task”, and “Feature
Fusion” denote the use of the carryable object detector, multi-task learning, and the feature
fusion network, respectively.

The backbone selection, object detector for carrying object and person, multi-task dataset,
and feature fusion are all contributed to the performance improvement. The HRNet structure,
which can extract multi-scale features rather than ResNet for classification purpose, helps
improve performance. Multi-task learning and fusion of features also helped to improve per-
formance through a better understanding of a person. In Table 2, HRNet without multi-task
showed a lower recall value as 0.525 compared to the recall of HRNet with multi-task as
0.627. That is, the proposed multi-task learning shows the effect of reducing bias towards
false negatives. In addition, the carryable object detector improves the precision score, which
reflects the actual demand to reduce the fatigue of the controller caused by a number of false
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positives. For the overall performance, the accuracy and F-score were improved by more
than 15% and 18%, respectively compared to the baseline network based on ResNet-50 [12]
backbone.

5.3 Qualitative results

Figure 4(a) and (b) show the example results of the conventional object detector and the
proposed carryable object detector, respectively. With the conventional object detector, ob-
jects carried by humans are rarely detected as a similar class (i.e. handbag), however they
are usually missed due to low confidence. On the other hand, the proposed detector with the
‘carryable’ class improves performance even with small objects and unclear shapes.

(a) (b)
Figure 4: The qualitative results of person and carryable object detection on surveillance
scene: (a) results trained with the original COCO label, and (b) results trained with the re-
organized label for the carryable object.

(a) (b) (c) (d)
Figure 5: Qualitative results of the proposed method: (a) input frame with target person, (b)
person and carryable object detection result, (c) keypoints estimation result, and (d) results of
action classifiers denoted as red for litterers and white for non-litterers boxes with estimated
action labels and confidences over three lines (fine action, target action, coarse action)

Figure 5 shows the estimation results of four different tasks simultaneously. In Fig-
ure 5(b), the results of person and carryable object detection are shown using black bounding
boxes. As shown in Figure 5(c) and (d), our method can provide the predicted action labels as
well as the pose estimation result. Since there is no ‘walk’ label in the coarse action dataset,
the coarse action classifier tends to predict ‘bent’ whenever person’s leg is bent. Further-
more, our network can handle frames with multiple persons without noticeable performance
degradation by filtering out people that do not hold the object. Figure 6 shows the temporal
prediction result of the proposed network. As we expected, the network temporally changes
the prediction label in order of ‘Carry’, ‘Just-before’, ‘Dumping’ and ‘Normal’.
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Video 1

Video 2

Video 3

t1 t2 t3 t4
Figure 6: Qualitative results of three videos at time t1 (Carry), t2 (Just-before), t3 (Dumping)
and t4 (Normal). Zoom in for better view.

5.4 Limitations and future works

As an initial study of the anti-litter surveillance, we have tried to detect typical dumping
action based on the collected dataset, but there are unresolved issues. For example, due to
the intrinsic nature of object detectors, small sized garbage may not be detected, so it may
have difficulty while being selected as a target. Furthermore, the current model does not
use temporal information. Not considering temporal information may cause false alarm in
cases like “Someone drops the bag temporally” or “Someone pick up the garbage from the
litter pile”. If the temporal information are considered in model, anti-litter detection system
would reduce these false positives. For further training of network and augmenting the num-
ber of training set, some publicly available datasets could be utilized such as ICVL action
dataset [14] that includes the dumping action.

6 Conclusion

In this paper, we proposed a novel dumping action detection method to help the monitors
for preventing the illegal dumping in the real-world visual surveillance system. We utilized
multiple datasets (i.e., coarse action, fine action, and human pose) as well as the surveil-
lance dataset including the dumping action to overcome the lack of real-world dataset. The
proposed network was trained by multi-task learning and had produced the synergy of mul-
tiple datasets for understanding the human and detecting the dumping action. Furthermore,
the newly trained detector for a person and carryable object enhanced the efficiency and
the performance in detecting the dumping action. The experimental results showed the best
performance compared to the state-of-the-arts in quantitative measures. Since the proposed
method not only detected the garbage dumping action, but also provided an understanding
of people through a multi-tasking network, it could be used extensively for analyzing events
related to people in surveillance scenes.
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