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Abstract

L-BFGS has been one of the most popular methods for convex optimization, but good
performance by L-BFGS in deep learning has been elusive. Recent work has modified
L-BFGS for deep networks for classification tasks and been able to show performance
competitive with SGD and Adam (the most popular current algorithms) when batch
normalization is not used. However, this work cannot be applied with batch normalization.
Since batch normalization is a defacto standard and important to good performance in
deep networks, this still limits the use of L-BFGS. In this paper, we address this issue.
Our proposed method can be used as a drop-in replacement without changing existing
code. The proposed method performs consistently better than Adam and existing L-BFGS
approaches, and comparable to carefully tuned SGD. We show results on three datasets,
CIFAR-10, CIFAR-100, and STL-10 using three different popular deep networks ResNet,
DenseNet and Wide ResNet. This work marks another significant step towards making
L-BFGS competitive in the deep learning community.

1 Introduction
Deep learning has become an indispensable tool in computer vision and emerged as a clear
winner in many important applications such as image classification [16, 18, 40] and object
detection [14]. Despite its enormous success, training a deep network presents many computa-
tional and optimization challenges. For example, (SGD) stochastic gradient descent [1, 6, 31]
is the standard algorithm used to train deep networks, but it requires an expert to find the
optimal learning rate and decay schedule [34, 36]. This usually requires an expensive grid
search over possible parameter values, especially costly since training a single instance of a
deep network takes considerable resources.

Second order methods like L-BFGS [26] (perhaps the most commonly used second-order
method in machine learning) have a proven track record of handling these issues for simple
classifiers. They automatically select learning rates and provide fast convergence, along
with several other advantages over SGD [35]. Recently, several attempts have been made
to explore L-BFGS for deep networks as well [3, 5, 29]. For example, Bollapragada et al.
[5] achieved performance comparable to SGD. One would expect that the advantages of
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L-BFGS should have popularized the use (or at-least promoted further exploration) of the
method for training deep networks. However, the applicability of L-BFGS has been limited
because it does not play well with state of the art networks [16, 18, 40] that rely on Batch
Normalization [9, 20, 32].

Batch Normalization (BatchNorm) is an integral component of almost all modern deep
networks (Ioffe and Szegedy [20] has more than 15,000 citations according to Google
Scholar). To put things in perspective, without BatchNorm the classification accuracy of deep
networks drops to almost 70% [5] from 92% [17] on CIFAR-10 using ResNet [16], and one
can notice a similar drop in accuracy for many other popular deep networks and datasets. This
discourages researchers from trying L-BFGS on deep networks without BatchNorm.

In this work we show how to get L-BFGS to work well with BatchNorm, obtaining
performance comparable to SGD. Our method is general enough to apply to a wide range
of L-BFGS variants [12, 13, 42], assuming only that curvature pair updates are done using
finite gradient differencing. These updates consist of estimating a component of curvature
by taking the difference between the gradient at different locations. Hopefully, our results
will encourage more use of L-BFGS in deep learning, and more research on how to further
improve its performance.

Contributions: We describe a novel scheme for stable curvature pair updates in the
stochastic L-BFGS method for deep networks, in a way that is robust to the presence of
BatchNorm. The scheme is generic enough to be applied to any variant of L-BFGS that
employs a finite gradient differencing approach. This makes our method even more appealing,
as it opens the possibility of borrowing other existing L-BFGS variants and their tricks. An
additional advantage is that the method needs almost no parameter tuning, which is one of the
benefits of using L-BFGS, and very important while training deep networks. Our numerical
experiments show that the method proposed in this paper – which we call the Frozen-Batch
L-BFGS (FbLBFGS) method – outperforms existing L-BFGS approaches by a large margin
(more than 10% in generalization accuracy for some problems) and also achieves performance
comparable to SGD on standard large scale networks such as ResNet [16], DenseNet [18], and
Wide ResNet [40] as demonstrated on standard datasets including CIFAR-10 [25], STL-10 [8],
and CIFAR-100 [24].

Frozen-Batch L-BFGS (FbLBFGS) Method: In this paper, we study how to design a
stable curvature pair update in a stochastic setting when BatchNorm is used. We first note
that it is crucial to take two gradient steps with the same training batch to obtain a consistent
curvature estimate to use in updating the inverse Hessian. If two different batches are used,
the gradient noise may dominate the curvature computation, destabilizing the update. In the
frozen batch method, each time we select a new batch, we freeze it and take two gradient
steps before making the Hessian update. This is a simple trick, and has been used before in a
closely related method for online L-BFGS [33], namely oLBFGS, which also computes the
finite difference of gradients using the same batch. The key difference is that oLBFGS always
uses a fresh batch to take the actual descent gradient step (the recycled batch is only used
for the Hessian update), whereas the proposed method uses the recycled batch for both the
Hessian update and gradient step. This subtle difference has a huge impact on performance
when BatchNorm is used.
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2 Background and Related Work
Second-order methods have been studied in both convex and non-convex optimization, for
more details see [3, 4, 5, 7, 10, 11, 21, 28, 33, 37, 39, 42]. Schraudolph et al. [33] proposed
an online L-BFGS (oLBFGS) method to ensure a stable quasi-Newton curvature pair update
by computing gradients on the same batch at the beginning and end of the iteration. Since this
results in an extra computation of the gradients, Berahas et al. [4] proposed to use overlapping
batches that share a subset of their data samples. In this case, the Hessian is updated using only
samples that are shared between two adjacent batches, while the graident descent step uses all
samples in a batch. This idea was further explored for large scale machine learning problems
by Berahas and Takáč [3] and Bollapragada et al. [5]. Wang et al. [39] further extended
oLBFGS and proposed a damped version (SdLBFGS) of it to maintain stable convergence
in stochastic setting. Other approaches approximate curvature using the Fisher information
matrix [2, 15, 27]. Krishnan et al. [23] approximately computes the inverse Hessian by
expanding the matrices as the Neumann power series.

Multi-Batch L-BFGS

Let us consider the problem

min
x∈Rd

F(x)
4
=

1
N

N

∑
i=1

Fi(x) =
1
N

N

∑
i=1

f (x;zi), (1)

where Fi(x) = f (x;zi), f is a function (parametrized by x), and (zi) is a collection of data
drawn from an unknown probability distribution P(z). A stochastic quasi-Newton method is
given by

xk+1 = xk−αkHkgSk
k , (2)

where the batch gradient is

gSk
k = ∇FSk(xk)

4
=

1
|Sk| ∑i∈Sk

∇Fi(xk), (3)

the set Sk ⊂ {1,2, · · ·} indexes data points {zi} sampled from the distribution P, and Hk is a
positive definite approximation to the inverse Hessian.

Stable Quasi-Newton Updates

In the L-BFGS methods, the inverse Hessian approximation is updated using the following
recursive formula,

Hk+1 =V T
k HkVk +ρkθkθ

T
k

ρk = (yT
k θk)

−1

Vk = I−ρkykθ
T
k

(4)

where θk = xk+1− xk and yk = ∇FSk+1(xk+1)−∇FSk(xk) is the difference in the gradients
at xk+1 and xk. When the batch changes from one iteration to the next (Sk+1 6= Sk), yk is
computed using different samples and the updating process (which is very sensitive to noise)
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may be unstable. To fix this, one approach is to repeat the same batch twice [33, 39] to
compute gradient at both the iterates (xk and xk+1), given by

yk = gSk
k+1−gSk

k . (5)

However, this comes at the additional cost of wasted gradient computation. To avoid this,
Berahas et al. [4] and Bollapragada et al. [5] propose to use overlapping batches, and compute
Hessian updates using only the overlapping samples using the formula

yk = gOk
k+1−gOk

k , (6)

where Ok = Sk ∩Sk+1. This needs no extra computation since the two gradients in this case
are subsets of the gradients corresponding to the samples Sk and Sk+1.

Stochastic Line Search

Historically, L-BFGS is combined with a line search method that automatically selects a
stepsize by checking that the objective decreases sufficiently on each iteration, and cutting the
stepsize if not. Bollapragada et al. [5] propose to perform a backtracking line search that aims
to satisfy the Armijo condition

FSk(xk−αkHkgSk
k )≤ FSk(xk)− c1αk(g

Sk
k )T HkgSk

k , (7)

where 0 < c1 < 1. This condition checks whether the observed decrease in the loss function
is at least c1 times the decrease predicted by a local linear approximation. This condition
guarantees convergence in the deterministic setting, but not in the stochastic setting. The
initial value of αk is given by,

αk =

1+
Vari∈Sv

k
{gi

k}

|Sk|
∥∥∥gSk

k

∥∥∥2


−1

, (8)

where Vari∈Sv
k
{gi

k}=
1

|Sv
k|−1 ∑i∈Sv

k

∥∥∥gi
k−gSk

k

∥∥∥2
, and Sv

k ⊆ Sk.

Other authors suggest using a decaying learning rate such as 1/
√

k [33, 39]. This decaying
learning rate is more theoretically justified in that convergence is guaranteed if the Hessian
approximation is constant, but in practice this may be slow.

Citation
Citation
{Schraudolph, Yu, and G{ü}nter} 2007

Citation
Citation
{Wang, Ma, Goldfarb, and Liu} 2017

Citation
Citation
{Berahas, Nocedal, and Tak{á}c} 2016

Citation
Citation
{Bollapragada, Mudigere, Nocedal, Shi, and Tang} 2018

Citation
Citation
{Bollapragada, Mudigere, Nocedal, Shi, and Tang} 2018

Citation
Citation
{Schraudolph, Yu, and G{ü}nter} 2007

Citation
Citation
{Wang, Ma, Goldfarb, and Liu} 2017



A. YADAV ET AL.: MAKING L-BFGS WORK WITH INDUSTRIAL-STRENGTH NETS 5

Batch Normalization
The batch normalization1 (BatchNorm) normalizes the activation output fl(xk;zi) of a given
layer l as follows:

µ
Sk ← 1

|Sk|

|Sk|

∑
i=1

fl(xk;zi)

VarSk ← 1
|Sk|

|Sk|

∑
i=1

( fl(xk;zi)−µ
Sk)2

fl(xk;zi; µ
Sk ,VarSk)← fl(xk;zi)−µSk√

VarSk +ε

≡ BNSk( fl(xk;zi))

(9)

where zi ∈ Sk, Sk is the batch at iteration k, ε is a small number used for numerical stability
and fl is the transformation function of the layer l. From Eq 9, it is evident that the BN
transform does not independently process each training example. Rather, BNSk( fl(xk;zi)) is
a function of both the training example and the other examples in that batch. For more details
refer to [19].

3 ProposedMethod

3.1 Stable Quasi-Newton Updates With BatchNorm:
We now explain the challenges BatchNorm poses for existing L-BFGS approaches and then we
discuss our proposed solution. As per the overlapping batch approach suggested by Berahas
et al. [4], Bollapragada et al. [5], the stochastic gradient difference yk with BatchNorm can be
written as:

yk =
1
|Ok| ∑

i∈Ok

∇Fi(xk+1;BNSk+1)

− 1
|Ok| ∑

i∈Ok

∇Fi(xk;BNSk),

(10)

where BNSk represents the batch normalization statistics for the batch Sk. From (10), it is clear
that because of the different BatchNorm parameters, the gradients used to compute yk are not
consistent; even though only overlapping samples are used, the batch norm statistics depend
on the non-overlapping samples. This breaks the gradient consistency for the overlapping
approach.

To address this issue, one obvious solution is to repeat the same batch twice [33, 39].
However, this requires that the gradient be evaluated twice for every batch Sk at xk and xk+1.
We make use of the extra gradient computation by actually taking another gradient step.
We update the Hessian only using gradients from the same batch. Specifically, we propose
to freeze the batch for two consecutive iterations, take two gradient steps, and then update
the curvature pair (yk, θk). The newly updated Hessian is applied to a gradient from the

1For clarity, we omit the learnable parameters γ and β , which produce an affine transformation applied on top
of the batch-norm layer. This is just another trainable layer, not affecting the proposed analysis. See [19] for more
details.
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same batch. Then in the next iteration, when changing the batch from Sk to Sk+1, we do not
update the curvature pair. Put another way, we compute two gradients for each batch, and
we take a gradient descent step using both of these gradients. We find that this approach
works significantly better than the existing approach SdLBFGS [39], improving L-BFGS
performance by a large margin. We believe this is due to the fact that that the gradient
direction in our method gets pre-conditioned by a Hessian that was updated on the same batch.
While with Wang et al. [39], one takes a (consistent and probably stable) Hessian update on
one batch, and then use it to pre-condition on another.

Algorithm 1 Frozen-Batch L-BFGS (FbLBFGS)
Input: x0 (initial iterate), D= {(zi, t i), for i= 1, . . . ,n} (training data), m (memory parameter),
U = False (Flag to control curvature update).

1: Create initial batch S1
2: for k = 1,2, ... do
3: if k == 1 then
4: Set the search direction pk =−gSk

k
5: else
6: Calculate the search direction pk = −HkgSk

k {Using L-BFGS Two-Loop Recur-
sion (Procedure 3.1 in [39])}

7: end if
8: Normalize the search direction pk =

pk
||pk||2

9: Set αk = 1
10: while the Armijo condition (7) not satisfied do
11: Set αk = αk/2
12: end while
13: Compute xk+1 = xk +αk pk
14: if U is True then
15: Compute the curvature pairs θk = xk+1− xk and yk = gSk

k+1−gSk
k

16: Replace the oldest pair (θi,yi) by θk,yk
17: Create the next batch Sk+1
18: Set U = False {Do not update curvature in next iteration}
19: else
20: Set U = True {Update curvature in next iteration}
21: Set Sk+1 = Sk {Freeze the sample in next iteration}
22: end if
23: end for

3.2 Line Search:
The stochastic line search (eq 7) proposed by Bollapragada et al. [5] requires computation of
the initial value of αk, which in turn requires computation of the variance of the gradient for
each example. This is not possible when using BatchNorm, since estimation of the variance
of the gradient requires a forward pass for each example one by one, which will change the
batch statistics.

In the stochastic case, sometimes the norm of the search direction can be too large, causing
the algorithm to be very unstable. To cater to this, we propose a heuristic: we normalize the
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Figure 1: A side-by-side schematic depiction of curvature pair (yk, θk) update scheme in
SdLBFGS [39] and FbLBFGS (ours). Here, the dotted box represents the batch used for a
curvature pair update and the solid box represents the batch used for the gradient step. The
SdLBFGS method computes an auxiliary stochastic gradient at xk using the sample Sk−1 from
the (k−1)-st iteration, which is used for gradient differencing only (to update yk). Then a
gradient step is taken on a new batch Sk and the process repeats. On the other hand, FbLBFGS
(proposed) does not compute any auxiliary gradients but skips the first curvature pair update
(k-th iteration), takes a gradient step, and in the next iteration ((k+1)-st) the same frozen
batch Sk is used both to update the curvature pair and to take another gradient step. In the
following next iteration (xk+2), when the batch changes to Sk+1, the Hessian update is skipped,
and the process repeats.
search direction (-HkgSk

k ) before doing the standard Armijo line search. This heuristic works
surprisingly well in practice for all the datasets and all the models we tried.

3.3 On Convergence
In this section, we discuss the convergence of the proposed mehtod (FbLBFGS). The main
challenge in designing a stochastic L-BFGS method for non-convex problem lies in the
difficulty in preserving the positive-definiteness of the inverse Hessian approximation Hk,
due to the non-convexity of the problem and the noise in gradient estimation. Wang et al.
[39] proposed to address this issue by using damped curvature pair update. We leverage the
convergence proof by Wang et al. [39] and show that we do not break their convergence
conditions.

When frozen batch is used, we update the inverse Hessian approximation following [39]:

Hk+1 =V T
k HkVk +ρkθkθ

T
k

ŷk = λkyk +(1−λk)H−1
k θk

ρk = (ŷk
T

θk)
−1

Vk = I−ρkŷkθ
T
k ,

(11)

where θk = xk+1− xk and yk = ∇FSk(xk+1)−∇FSk(xk) is the difference in the gradients at
xk+1 and xk. The damping factor λk is give by,

λk =


0.75θ>k H−1

k θk

θ>k H−1
k θk−θ>k yk

, if θ>k yk < 0.25θ>k H−1
k θk,

1, otherwise.
(12)

When the batch is changed, we do not update the inverse Hessian approximation, i.e., we
skip the update and set Hk+1 = Hk. So, this ensures that the inverse Hessian approximation
always remains positive-definite.
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4 Experiments

In this section, we empirically demonstrate the proposed method’s effectiveness on three
benchmark datasets: STL-10 [8], CIFAR-10 [25], and CIFAR-100 [24]. Our results show
three main points. First, without fine tuning, FbLBFGS can obtain generalization perfor-
mance competitive with carefully tuned SGD using practical state-of-the-art architectures
that use BatchNorm [19]. Second, FbLBFGS outperforms existing adaptive optimizers that
automatically set the learning rate with minimal or no user supervision. Third, we show that
our simple approach substantially outperforms existing L-BFGS methods.

It is impressive that FbLBFGS’s performance approaches that of highly tuned SGD. For
each model and dataset, untold grad student hours have been spent on grid search for good
hyperparameters. Often these are chosen based on performance on the test set, instead of
a separate held out dataset, overfitting the data [30]. To get a better sense of this, we also
test SGD with a standard method of automatic parameter tuning. S1 and S2 are defined as
follows: the learning rate starts with 0.1 for S1 or 1 for S2 and is reduced by 1/10 after every
100,200,300 epochs. FbLBFGS often outperforms these approaches.

We also compare our method against Adam [22]. Adam is the most popular and effec-
tive adaptive optimizer. We find that other adaptive optimizers [38, 41] perform similarly.
FbLBFGS always significantly outperforms Adam.

Finally, we also compare the proposed method with existing L-BFGS methods. Specif-
ically, we compare against the overlapping batch approach by Bollapragada et al. [5] and
the stochastic damped L-BFGS (SdLBFGS) method by Wang et al. [39]. We use our line
search with both of these so that we can compare our approach of freezing batches to prior
approaches that address the same issue.

In all experiments, the batch size used is 128, history size is 5, and default parameters
for Adam and other L-BFGS methods are used. We ran all the methods for 350 epochs. It
is observed that as the optimizer reaches towards the solution, the gradients might be too
noisy, and to get high fidelity gradients its recommended to increase the batch size [5, 11]. To
address this issue, we set the batch size to 25% of the dataset towards the end of the training,
for all the experiments. The deep networks used are WRN-28-10 [40], ResNet-18 [16], and
DenseNet-40-12 [18]. The computational cost of FbLBFGS is increased because it makes
two passes from the same frozen batch twice for each epoch. For a fair comparisons, we ran
all other methods with a similar frozen batch as well (but did not notice any change in the
performance as compared to using the batch only once per epoch). We report results over 5
different random seeds, as shown in Table 1, Table 2, and Table 3, for STL-10, CIFAR-10
and CIFAR-100, respectively. We also show the training and test accuracy (Figure 2) for
STL-10, CIFAR-10, and CIFAR-100 on the deep networks Wide ResNet, DenseNet, and
ResNet, respectively2.

From the results, one can observe that our approach (FbLBFGS) always outperforms all
the adaptive methods. Its performance compared with tuned SGD is comparable; sometimes
it performs better than tuned SGD, sometimes about the same, and sometimes a bit worse.
This shows the effectiveness of our approach to BatchNorm and also the practical usefulness
of L-BFGS when applying deep networks to problems in which SGD has not been carefully
tuned, since FbLBFGS has no free parameters.

The Figure 3 shows the number of function evaluations per line search for each L-BFGS
method. The overlap and SdLBFGS methods take nearly 10 times more backtracking steps

2All the training curves are in the supplementary material.
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than our method, which is likely due to a better Hessian approximation by our method. We
also observed that the Armijo condition almost always accepts the step-length 1, which means
there is little overhead for using the line search. We believe normalizing the search direction
before doing a line search is an effective heuristic. Without normalizing the search direction,
all L-BFGS methods perform poorly. Hence, we ignored those results.

ResNet DenseNet Wide ResNet
Method Train Test Train Test Train Test

SGD? 99.9 73.7 ±0.3 99.9 73.5 ±0.2 99.9 77.1±0.5
SGD(S1) 99.8 68.0 ±0.2 99.9 63.9 ±0.2 99.9 71.1 ±0.2
SGD(S2) 99.9 72.5 ±0.3 99.9 71.9 ±0.3 99.9 71.8 ±0.6

Adam 99.9 69.5 ±0.1 99.9 70.2 ±0.2 99.9 69.2 ±0.2
Bollapragada et al. [5] 95.8 65.8 ±0.1 98.2 67.2 ±0.4 93.2 62.5 ±0.7

SdLBFGS [39] 96.7 66.8 ±0.3 96.7 69.8 ±0.2 94.8 65.1 ±0.8
FbLBFGS (ours) 99.8 75.1 ±0.1 99.9 73.4 ±0.5 99.9 76.4 ±0.4

Table 1: Comparison of train/test accuracy for STL-10 on ResNet, DenseNet, and Wide
ResNet respectively. The results are shown in the format of ‘mean ±std’ computed over 5
random seeds. Higher are better. ? denotes highly tuned SGD with grid search and potentially
over-fitting the test set for a particular model. We report these results for complete perspective.

ResNet DenseNet Wide ResNet
Method Train Test Train Test Train Test

SGD? 99.9 92.1 ±0.2 99.6 91.2 ±0.3 99.9 95.2 ±0.5
SGD(S1) 99.8 90.6 ±0.3 99.5 89.9 ±0.4 99.9 93.2 ±0.4
SGD(S2) 90.6 89.2 ±0.2 99.9 93.1 ±0.1 99.9 94.8 ±0.2

Adam 97.1 91.4 ±0.5 95.2 89.2 ±0.1 95.1 90.1 ±0.3
Bollapragada et al. [5] 93.7 84.6±0.6 95.0 85.6 ±0.4 95.8 90.1 ±0.3

SdLBFGS [39] 94.5 86.2 ±0.2 95.5 87.4 ±0.3 96.1 88.1 ±0.2
FbLBFGS (ours) 99.9 92.9 ±0.4 99.5 91.2 ±0.1 99.8 94.2 ±0.3

Table 2: Comparison of train/test accuracy for CIFAR-10 on ResNet, DenseNet, and Wide
ResNet respectively. The results are shown in the format of ‘mean ±std’ computed over 5
random seeds. Higher are better. ? denotes highly tuned SGD with grid search and potentially
over-fitting the test set for a particular model. We report these results for complete perspective.

ResNet DenseNet Wide ResNet
Method Train Test Train Test Train Test

SGD? 96.5 66.6 ±0.2 97.1 68.4±0.1 99.9 79.4 ±0.3
SGD(S1) 93.1 63.5 ±0.3 97.9 67.5 ±0.3 99.9 76.7 ±0.4
SGD(S2) 96.0 66.2 ±0.4 96.9 67.0 ±0.2 99.9 79.4 ±0.3

Adam 94.9 63.2 ±0.5 97.5 63.4 ±0.2 97.4 67.0 ±0.4
Bollapragada et al. [5] 89.6 58.8 ±0.3 72.1 62.2 ±0.5 91.2 66.4 ±0.3

SdLBFGS [39] 89.1 59.5 ±0.3 75.3 64.8 ±0.3 95.8 66.6 ±0.1
FbLBFGS (ours) 93.8 65.2 ±0.3 95.2 67.9 ±0.3 99.5 75.4±0.2

Table 3: Comparison of train/test accuracy for CIFAR-100 on ResNet, DenseNet, and Wide
ResNet respectively. The results are shown in the format of ‘mean ±std’ computed over 5
random seeds. Higher are better. ? denotes highly tuned SGD with grid search and potentially
over-fitting the test set for a particular model. We report these results for complete perspective.
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Figure 2: Overview of the performance of STL-10, CIFAR-10 and CIFAR-100 on Wide
ResNet, DenseNet, and ResNet respectively. The solid lines represent train accuracy and
dashed lines represent test accuracy, respectively.
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Figure 3: The number of function evaluations per line search for STL-10, CIFAR-10, and
CIFAR-100 on Wide ResNet, DenseNet, and ResNet, respectively. The average of every
consecutive 100 iteration is plotted for display purpose.

5 Conclusion

It has proven challenging to effectively apply L-BFGS training methods to neural networks
with batch normalization. We have shown how to make a simple and extremely effective
modification to L-BFGS that makes it competitive with well-tuned SGD on classification
tasks with BatchNorm. Our approach uses a frozen batch to ensure that all elements of
the Hessian update are based on the same batch statistics. Along with a new approach to
line search that reduces the number of expensive backtracking steps, we achieve results that
considerably improve on previous L-BFGS implementations for training neural networks
with batch normalization.

We find it a bit surprising to see L-BFGS compete with tuned SGD; the community often
assumes that L-BFGS is overly aggressive, and line search methods get stuck in local minima.
Interestingly, when applied to high-performance networks with BatchNorm (with the proposed
modifications to maintain stability), L-BFGS does not suffer from these problems. This further
supports the intuition that BatchNorm, while not understood theoretically, promotes more
well behaved loss functions.
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