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Abstract

To have a better understanding and usage of Convolution Neural Networks (CNNs),
the visualization and interpretation of CNNs has attracted increasing attention in recent
years. In particular, several Class Activation Mapping (CAM) methods have been pro-
posed to discover the connection between CNN’s decision and image regions. How-
ever, in spite of the reasonable visualization, most of these methods lack clear and suffi-
cient theoretical support. In this paper, we introduce two axioms – Sensitivity and Con-
servation – to the visualization paradigm of the CAM methods. Meanwhile, a dedi-
cated Axiom-based Grad-CAM (XGrad-CAM) is proposed to satisfy these axioms as
much as possible. Experiments demonstrate that XGrad-CAM is an enhanced version
of Grad-CAM in terms of sensitivity and conservation. It is able to achieve better vi-
sualization performance than Grad-CAM, while also be class-discriminative and easy-
to-implement compared with Grad-CAM++ and Ablation-CAM. Code is available at
https://github.com/Fu0511/XGrad-CAM.

1 Introduction

Due to the strong capability of feature learning, CNN-based approaches have achieved the
state-of-the-art performance in numerous vision tasks such as image classification [9, 11, 24],
object detection [10, 20] and semantic segmentation [13]. However, the interpretability of
CNNs is often criticized by the community, as these networks usually look like complicated
black boxes with massive unexplained parameters [5, 12, 28]. Therefore, it is highly de-
sirable and necessary to find a way to understand and explain what exactly CNNs learned,
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Original Images XGrad-CAM Guided XGrad-CAM

Figure 1: The visualization of our XGrad-CAM and Guided XGrad-CAM. It is clear that
both of these two approaches are class-discriminative and able to highlight the object of
interest. In addition, Guided XGrad-CAM provides more details than XGrad-CAM.

especially for applications where interpretability is essential (e.g., medical diagnosis and
autonomous driving).

An important issue in CNN learning is to explain why classification CNNs predict what
they predict [23]. Since both semantic and spatial information can be preserved in feature
maps of deep layers, Gradient-weighted Class Activation Mapping (Grad-CAM) [23] was
proposed to highlight important regions of an input image for CNN’s prediction using deep
feature maps. Specifically, Grad-CAM is defined as a linear combination of feature maps,
where the weight of each feature map is determined by the average of its gradients. This def-
inition is inspired by CAM [32] and further improved by other works, such as Grad-CAM++
[3] and Ablation-CAM [4]. However, most of these CAM methods lack clear theoretical
support, e.g., why does Grad-CAM [23] use the average of gradients as the weight of each
feature map?

In this paper, we propose a novel CAM method named XGrad-CAM (Axiom-based
Grad-CAM) motivated by several formalized axioms. To achieve better visualization and
explanation of CNN’s decision, axioms are self-evident properties that visualization meth-
ods ought to satisfy [16, 22, 29]. Meeting these axioms makes a visualization method more
reliable and theoretical. Therefore, two axiomatic properties are introduced in the deriva-
tion of XGrad-CAM: Sensitivity [29] and Conservation [16]. In particular, the proposed
XGrad-CAM is still a linear combination of feature maps, but able to meet the constraints of
those two axioms. The weight of each feature map in XGrad-CAM is defined as a weighted
average of its gradients by solving an optimization problem. As shown in Fig. 1, our XGrad-
CAM is a class-discriminative visualization method and able to highlight the regions be-
longing to the objects of interest. Further, by combining XGrad-CAM with the Guided
Backprop [27], we propose Guided XGrad-CAM which provides more details of the objects
than XGrad-CAM.

To summarize, the main contributions of this work are as follows:

• A dedicated XGrad-CAM with clear mathematical explanations is proposed to achieve
better visualization of CNN’s decision. It is able to be applied to arbitrary classification
CNNs to highlight the objects of interest.

• By introducing two axioms as well as the corresponding axiom analysis, we can have a
deeper understanding of why CAM methods work in visualizing the CNN’s decision.
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Our XGrad-CAM can be seen as an enhanced version of Grad-CAM in both sensitivity
and conservation.

• Extensive experiments have been conducted to give a comprehensive comparison be-
tween the proposed XGrad-CAM and several recent CAM methods (i.e., Grad-CAM
[23], Grad-CAM++ [3] and Ablation-CAM [4]). Taking both the class discriminabil-
ity, efficiency and localization capability into consideration, our XGrad-CAM achieves
better visualization performance.

2 Related Work
A number of methods have started to visualize the internal representations learned by CNNs
[8, 16, 19] recently. These methods can be broadly categorized as: 1) visualization of filters
and layer activations [7, 11], 2) visualization of hidden neurons [2, 14, 25, 31], 3) visualiza-
tion of CNN’s decision [23, 25, 31, 32]. In this section, we mainly introduce the visualization
of CNN’s decision and some related axioms.

2.1 Visualization of CNN’s Decision
These methods are developed to highlight the regions of an image, which are responsible for
CNN’s decision. They can be further categorized as: perturbation-based, propagation-based
and activation-based methods.

(1) Perturbation-based methods. Zeiler et al. [31] occluded patches of an image using
grey squares, and recorded the change of the class score. A heatmap can then be generated
to show evidence for and against the classification. This method is further extended [33,
34] using different types of perturbations such as removing, masking or altering. While
perturbation-based methods are straightforward, they are inefficient.

(2) Propagation-based methods. Propagation-based methods are rather fast, e.g., saliency
maps proposed by Simonyan et al. [25] only require one forward propagation and one back-
ward propagation through the network. Specifically, saliency maps use gradients to visu-
alize relevant regions for a given class. However, with vanilla gradients, the generating
saliency maps are usually noisy. Subsequent methods were developed to produce better vi-
sual heatmaps by modifying the back-propagation algorithm (e.g., Guided Backprop [27],
Layerwise Relevance Propagation [1], DeepTaylor [15], Integrated Gradient[29], etc.) or
averaging the gradients for an input with noise added to it [26].

(3) Activation-based methods. In contrast to propagation-based methods, activation-
based methods highlight objects by resorting to the activation of feature maps. As an impor-
tant branch of activation-based methods, CAM methods [3, 4, 17, 23] visualize CNN’s deci-
sion using feature maps of deep layers. Zhou et al. [32] proposed the original CAM method
which visualizes a CNN by linearly combining feature maps at the penultimate layer. The
weight of each feature map is determined by the last layer’s fully-connected weights corre-
sponding to a target class. However, CAM is restricted to GAP-CNNs. That is, the penulti-
mate layer is constrainted to be a global average pooling (GAP) layer. Selvaraju et al. [23]
then proposed Grad-CAM to visualize an arbitrary CNN for classification by weighting the
feature maps using gradients. Grad-CAM is inspired by CAM but hasn’t explained its mech-
anism clearly (i.e., why using the average of gradients to weight each feature map). Aditya
et al. [3] proposed Grad-CAM++ by introducing higher-order derivatives in Grad-CAM.
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They assumed that the class score is a linear function of feature maps and got a closed-form
solution of the weights for each feature map. Omeiza et al. [17] further proposed Smooth
Grad-CAM++. This method follows the framework of Grad-CAM++ but uses SmoothGrad
[26] to calculate gradients. More recently, Desai et al. [4] proposed Ablation-CAM to re-
move the dependence on gradients but this method is quite time-consuming since it has to
run forward propagation for hundreds of times per image.

2.2 Axioms
For a visualization method of CNN’s decision, axioms are properties that are considered
to be necessary for the method. Existing axioms include continuity [16], implementation
invariance [29], sensitivity [29] and conservation [16].

Given a model m, suppose that d features constitute an input x, f (x;m) represents a
function of the model m w.r.t the input x. The resulting explanation is denoted by R(x;m) ∈
Rd , where Ri(x;m) represents the importance of the i-th feature for the model output.

Continuity is a property that if, for two nearly identical inputs, the model outputs are
nearly identical, then the corresponding explanations should also be nearly identical, i.e.,
R(x;m)≈ R(x+ ε;m) with ε a small perturbation.

Implementation invariance. Two models m1 and m2 are functionally equivalent if they
produce the same output for any identical input. Implementation invariance requires to pro-
duce identical explanations for functionally equivalent models provided with identical input,
i.e., R(x;m1) = R(x;m2).

Sensitivity is a property that each response of the explanation should be equal to the
output change caused by removing the corresponding feature of the input, i.e., Ri(x;m) =
f (x;m)− f (x\xi;m) where the notation x\xi indicates a modified input where the i-th feature
in the original input has been replaced by a baseline value (usually zero).

Conservation is a property that the sum of the explanation responses should match in
magnitude of the model output, i.e., f (x;m) = ∑

d
i=1(Ri(x;m)).

In this paper, we mainly study the CAM methods using the axioms of sensitivity and
conservation to visualize CNN’s decision. Generally, gradient-based CAM methods violate
the axiom of continuity because of the problem of shattered gradients [22]. Besides, they
also break the axiom of implementation invariance since they are layer sensitive [4].

3 Approach

3.1 Notation and Motivation
Given an L-layer CNN and an input image I, let l represent the index of the target layer
for visualization, Fl denote the response of the target layer, Sc(Fl) represent the class score
(the input to the softmax layer) of a class of interest c. Suppose that the l-th layer contains
K feature maps, where the response of the k-th feature map is denoted as Flk. F lk(x,y)
represents the response at position (x,y) in Flk.

To visualize the class c in the input image, a general form of the existing CAM methods
[3, 4, 23] can be written as a linear combination of the feature maps in the target layer:

Mc(x,y) =
K

∑
k=1

(
wk

cF lk(x,y)
)
, (1)
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where wk
c is the weight of the corresponding feature map Flk, different definitions lead to

different CAM methods. Then, to further identify the image regions responsible for the
particular class c, two postprocessing are needed: the resulting map Mc needs to be ReLU
rectified to filter negative units [23] and upsampled to the same size of the input image.

For the CAM methods, the key problem is how to precisely determine the importance
of each feature map to the prediction of the class of interest. In this paper, we argue that
it would be better if these CAM methods can satisfy two basic axioms, i.e., sensitivity and
conservation.

Sensitivity: A general CAM method of Eq. (1) satisfies the axiom of sensitivity if it
holds the following property for all the feature maps, that is:

Sc(Fl)−Sc(Fl\Flk) = ∑
x,y

(
wk

cF lk(x,y)
)
, (2)

where Sc(Fl\Flk) is the score of class c when the k-th feature map in the target layer has been
replaced by zero. This means that the importance of each feature map should be equivalent
to the score change caused by its removing.

Conservation: To meet the axiom of conservation, a general CAM method of Eq. (1)
should hold:

Sc(Fl) = ∑
x,y

(
K

∑
k=1

(
wk

cF lk(x,y)
))

. (3)

This means that the responses of the CAM map should be a redistribution of the class
score.

Intuitively, if a large drop of class score appears when we removed a specific feature map,
this feature map would be expected as high importance. Sensitivity is exactly an axiom based
on this intuition. Besides, conservation is introduced here to ensure that the class score can
be mainly dominated by the feature maps rather than other unexplained factors. Therefore,
introducing sensitivity and conservation is likely to make the CAM methods achieve more
reasonable visualization.

To meet the above two axioms as much as possible, we formulate this as a minimization
problem of φ(wk

c) as below:

φ(wk
c) =

K

∑
k=1

∣∣∣∣∣Sc(Fl)−Sc(Fl\Flk)−∑
x,y

(
wk

cF lk(x,y)
)∣∣∣∣∣︸ ︷︷ ︸

Sensitivity

+

∣∣∣∣∣Sc(Fl)−∑
x,y

(
K

∑
k=1

(
wk

cF lk(x,y)
))∣∣∣∣∣︸ ︷︷ ︸

Conservation

.
(4)

3.2 Our Method
Given an arbitrary target layer in a ReLU-CNN which only has ReLU activation as its non-
linearities, we can prove that for any class of interest, the class score is equivalent to the sum
of the element-wise products between feature maps and gradient maps of the target layer,
followed with a bias:

Sc(Fl) =
K

∑
k=1

∑
x,y

(
∂Sc(Fl)

∂F lk(x,y)
F lk(x,y)

)
+ ε(Fl), (5)
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(a) (b)
Figure 2: (a) Normalized ζ (Fl ;k) is small in the last spatial layers of different CNN models,
including AlexNet [11], VGG-16 [24], VGG-19 [24], Inception_V3 [30] and ResNet-101
[9]; (b) Normalized ε(Fl) is also small in the last spatial layers of different CNN models.
The mean values are provided above the box-plots.

where ε(Fl) = ∑
L
t=l+1 ∑ j

∂Sc(Fl)
∂ut

j
bt

j, ut
j denotes a unit in the layer t (t>l) and bt

j is the bias

term corresponding to the unit ut
j. The detailed proof can be found in Appendix.

By further substituting the Sc(Fl) in Eq. (4) with the value in Eq. (5), we can have:

φ(wk
c) =

K

∑
k=1

∣∣∣∣∣∑x,y
(

∂Sc(Fl)

∂F lk(x,y)
F lk(x,y)−wk

cF lk(x,y)
)
+ζ (Fl ;k)

∣∣∣∣∣+∣∣∣∣∣ K

∑
k=1

∑
x,y

(
∂Sc(Fl)

∂F lk(x,y)
F lk(x,y)−wk

cF lk(x,y)
)
+ ε(Fl)

∣∣∣∣∣ .
(6)

where ζ (Fl ;k)=∑
K
k′=1,k′ 6=k ∑x,y

(
∂Sc(Fl)

∂F lk′ (x,y)
F lk′(x,y)− ∂Sc(Fl\Flk)

∂F lk′ (x,y)
F lk′(x,y)

)
+ε(Fl)−ε(Fl\Flk).

For the terms ζ (Fl ;k) and ε(Fl), they are difficult to optimize by the variable wk
c since there

are no direct relationship between these terms and the k-th feature map of the target layer. As

a workaround, we calculated their normalized versions (i.e., ∑k|ζ (Fl ;k)|
∑k|Sc(Fl)−Sc(Fl\Flk)| and

∣∣∣ ε(Fl)

Sc(Fl)

∣∣∣)
of 1000 input images in the last spatial layers of several classical CNN models, with the class
of interest c set as the top-1 predicted class. We empirically found that the average of these
terms are rather small for all the models as shown in Fig. 2. In contrast, these terms are
rather large in shadow layers, a visualization of ε(Fl) in different layers of VGG16 model
is provided in Appendix. Therefore, when the target layer is deep, to minimize Eq. (6), we
can calculate an approximate optimal solution αk

c by making the terms in |·| equal to zero
without considering ζ (Fl ;k)1 and ε(Fl):

α
k
c = ∑

x,y

(
F lk(x,y)

∑x,y F lk(x,y)
∂Sc(Fl)

∂F lk(x,y)

)
. (7)

1To be precise, ∑k|ζ (Fl ;k)|
∑k|Sc(Fl )−Sc(Fl\Flk)| is small can not indicate that |ζ (Fl ;k)|

|Sc(Fl )−Sc(Fl\Flk)| is small for all the feature

maps. Exceptions exist indeed but they usually happen in the unimportant feature maps whose removing only lead
to a tiny score change. For those feature maps, ζ (Fl ;k) is still rather small and can be ignored because it has little
influence on the final visualization. A visual example is provided in Appendix.

Citation
Citation
{Krizhevsky, Sutskever, and Hinton} 2012

Citation
Citation
{Simonyan and Zisserman} 2014

Citation
Citation
{Simonyan and Zisserman} 2014

Citation
Citation
{Szegedy, Vanhoucke, Ioffe, Shlens, and Wojna} 2016

Citation
Citation
{He, Zhang, Ren, and Sun} 2016



FU ET AL.: AXIOM-BASED GRAD-CAM 7

Feature maps
@ target layer

CNN

Input

Resize

Upsample

XGrad-CAM
map

Output

R
e
L
U

Weighting

1
c

2
c

1K
c
 K

c

Weighted
feature maps

FC layers

c Bull mastiff

Gradient maps
@ target layer

Backprop

Weighted

averaging

Figure 3: An overview of the XGrad-CAM scheme.

In this case, we define our XGrad-CAM by substituting wk
c in Eq. (1) with αk

c :

MXGrad-CAM
c (x,y) =

K

∑
k=1

(
α

k
c F lk(x,y)

)
. (8)

Then, by rectifying the resulting map using ReLU function and upsampling the map to the
input size, we can identify the image regions responsible for the class c as shown in Fig. 3.

It can be proved that XGrad-CAM is a generalization of CAM [32] since it is identical
to CAM for the GAP-CNNs but can be applied to arbitrary CNN models (see Appendix for
the proof). Besides, we also propose Guided XGrad-CAM by multiplying the up-sampled
XGrad-CAM by the Guided Backprop [27] element-wisely.

4 Experiments and Results
In this section, we mainly evaluate the performance of different CAM methods, including
Grad-CAM [23], Grad-CAM++ [3], Ablation-CAM [4] and our XGrad-CAM. We argue
that accurate localization of the objects of interest in an input image is necessary for an
ideal visualization approach. Therefore, we evaluate the visualization quality from “class-
discriminability” (see Sec. 4.2) and “localization capability” (see Sec. 4.3). In addition, we
also analyze the rationality of existing methods from the perspective of axiom in Sec. 4.4.

4.1 Experimental Setup
All of the existing methods are based on Eq. (1) but with different weights wk

c, that is:

• Grad-CAM. The weight of each feature map is defined as 1
Z ∑x,y

∂Sc(Fl)

∂F lk(x,y) where Z is
the number of units in the k-th feature map.

• Grad-CAM++. The weight of each feature map is defined as ∑x,y ak
c(x,y)ReLU( ∂Sc(Fl)

∂F lk(x,y) )

where ak
c(x,y) is a closed form weight based on an assumption that the class score is a

linear function of feature maps.

• Ablation-CAM. The weight of each feature map is defined as Sc(Fl)−Sc(Fl\Flk)

∑x,y F lk(x,y) , it re-
moves the dependence of gradients. Note that the original weight of each feature map
in Ablation-CAM [4] is defined as Sc(Fl)−Sc(Fl\Flk)

||Flk|| . Since the selected target layer of
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Figure 4: (a) A game of “What do you see” to evaluate the class-discriminability of each
CAM method. Subject needs to answer what is being depicted in the visualization; (b) An
example of XGrad-CAM visualization and its corresponding perturbed image.

Method Class_discrimination Confidence_drop Efficiency (s)
Grad-CAM [23] ≈0.709 0.469 0.021
Grad-CAM++[3] ≈0.308 0.494 0.022

Ablation-CAM [4] ≈0.700 0.484 0.735
XGrad-CAM ≈0.702 0.491 0.021

Table 1: Results of class discrimination analysis and perturbation analysis. It is shown
that Grad-CAM++ [3] is not class-discriminative, Grad-CAM [23] is not good enough in
localizing the object of interest, Ablation-CAM [4] is time-consuming.

CAM methods is usually ReLU rectified, the responses of the feature maps are al-
ways positive, we set ||Flk|| as ∑x,y F lk(x,y) in this paper2. It is easy to verify that
Ablation-CAM here totally satisfies the axiom of sensitivity.

These CAM methods are performed on the last spatial layer of VGG-16 model [24] pre-
trained on the ImageNet. For GAP-CNNs (e.g., ResNet-101 [9] and Inception_V3 [30]), it
can be proved that Grad-CAM, Ablation-CAM and XGrad-CAM achieve the same perfor-
mance on the last spatial layers of the models (refer to Appendix for the detailed proof). All
experiments are implemented in Pytorch [18] and conducted on an NVIDIA Titan Xp GPU.

4.2 Class Discrimination Analysis
A good visualization of CNN’s decision should be class-discriminative. Specifically, the
visualization method should only highlight the object belonging to the class of interest in an
image when there are objects labeled with several different classes.

To evaluate the ability of class discrimination, we followed the subjective evaluation
method used in [3]. Specifically, we first finetuned the pre-trained VGG-16 model on the
Pascal VOC 2007 training set. The images in VOC set usually contain multiple objects
belonging to different classes. We then selected 100 images from VOC 2007 validation set
that contain exactly two classes. For each image and each CAM method, we used the guided
version of the CAM method to generate a pair of class-specific visualizations as shown in
Fig. 4 (a). These visualizations were then shown to 5 individuals who were asked to answer
a choice question: what class is highlighted by the visualizations. Note that the options also
include “none” and “both” which are both incorrect answers.

Quantitative results are shown in Table 1. The class-discriminative evaluation is subjec-
tive, but it is clear that the performance of Grad-CAM, Ablation-CAM and XGrad-CAM

2||Flk|| is roughly set to Sc(Fl) in the original paper.
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Original Image Grad-CAM Grad-CAM++ Ablation-CAM XGrad-CAM

Figure 5: Example explanation maps generated by Grad-CAM [23], Grad-CAM++ [3],
Ablation-CAM [4] and our XGrad-CAM.

are very similar. On the other hand, Grad-CAM++ performs much worse than the other
three methods. For more visualization results and the reason why we evaluated the class-
discriminability of different CAM methods using their guided versions rather than them-
selves, please refer to the Appendix.

4.3 Perturbation Analysis
The localization capability of CAM methods is usually evaluated by perturbation analysis
[3, 4, 23]. The underlying assumption is that the perturbation of relevant regions in an input
image should lead to a decrease in class confidence.

We followed the evaluation scheme used in [3, 4] for perturbation analysis. The ex-
periments were conducted on the ILSVRC-12 validation set [21]. Take XGrad-CAM for
example, each image Ii in the dataset was first fed to the VGG-16 model to predict its top-1
class. Then, XGrad-CAM method was used to generate a corresponding heatmap Hi for the
predicted class. Inspired by the meaningful perturbation illustrated in [6], we perturbed the
original image by masking the regions highlighted by the XGrad-CAM method:

Ĩi = Ii ◦ (1−Mi)+µMi, (9)

where Mi is a mask based on the original heatmap Hi. Specifically, in the mask, only the
pixels corresponding to the top 20% value of the heatmap are set equal to the heatmap, while
the rest are set to 0. “◦” represents the element-wise multiplication and µ is the mean value
used in the input normalization. A perturbed example is shown in Fig. 4 (b). It is shown that
with the perturbation, the confidence of the target class “Bull mastiff” decreases sharply.

Then, we computed the difference of the class confidence (the output of the softmax
layer) between the original image and the perturbed image:

Con f idence_drop =
1
N

N

∑
i=1

Pc(Ii)−Pc(̃Ii)

Pc(Ii)
, (10)

where Pc(Ii) and Pc(̃Ii) are the class confidences of the original image Ii and perturbed image
Ĩi, respectively, N is the total number of images in dataset. If the heatmap has highlighted
the regions that are most important for class c, the confidence drop is expected to be larger.

The results are shown in Table 1, we can see that XGrad-CAM achieves better per-
formance than Grad-CAM (0.491 v.s. 0.469). Ablation-CAM performs similar to XGrad-
CAM, but it is much more time-consuming than XGrad-CAM (about 40 times), it has to
run hundreds of forward propagation per image. While Grad-CAM++ achieves the best

Citation
Citation
{Selvaraju, Cogswell, Das, Vedantam, Parikh, and Batra} 2017

Citation
Citation
{Chattopadhay, Sarkar, Howlader, and Balasubramanian} 2018

Citation
Citation
{Desai and Ramaswamy} 2020

Citation
Citation
{Chattopadhay, Sarkar, Howlader, and Balasubramanian} 2018

Citation
Citation
{Desai and Ramaswamy} 2020

Citation
Citation
{Selvaraju, Cogswell, Das, Vedantam, Parikh, and Batra} 2017

Citation
Citation
{Chattopadhay, Sarkar, Howlader, and Balasubramanian} 2018

Citation
Citation
{Desai and Ramaswamy} 2020

Citation
Citation
{Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, etprotect unhbox voidb@x protect penalty @M  {}al.} 2015

Citation
Citation
{Fong and Vedaldi} 2017



10 FU ET AL.: AXIOM-BASED GRAD-CAM

Method Sensitivity Conservation
Grad-CAM [23] 0.313 0.303
Grad-CAM++[3] �1 �1

Ablation-CAM [4] 0 0.145
XGrad-CAM 0.085 0.051

Table 2: Results of axiom analysis on the ILSVRC-12 validation set when applying CAM
methods on the last spatial layers of VGG-16 model.

performance, its class-discriminability is lost (refer to Section 4.2). Note that, the class-
discriminability cannot be reflected by the confidence drop on the ILSVRC-12 validation set
because images in this dataset usually contain a single object class. Visual example results
generated by the different CAM methods are shown in Fig. 5, it can be observed that the
result achieved by XGrad-CAM covers a more complete area of the object than Grad-CAM.

To summarize, Grad-CAM++ [3] is not class-discriminative, Ablation-CAM [4] is time-
consuming, Grad-CAM [23] is not good enough in localizing the object of interest. There-
fore, considering the property of class discrimination, efficiency and the localization perfor-
mance comprehensively, our XGrad-CAM is a promising visualization scheme in practice.

4.4 Axiom Analysis
To further study whether the existing CAM methods satisfy the axioms of sensitivity and
conservation, we conduct axiom analysis on the ILSVRC-12 validation set. Specifically, the
sensitivity of a general CAM method of Eq. (1) can be measured by:

1
N

N

∑
i=1

∑
K
k=1 |Sc(Fl

i)−Sc(Fl
i\Flk

i )−∑x,y
(
wk

cF lk
i (x,y)

)
|

∑
K
k=1 |Sc(Fl

i)−Sc(Fl
i\Flk

i )|
. (11)

where Fl
i is the response of the target layer of the i-th image in the dataset, c is the top-1 class

predicted by the VGG-16 model. Analogously, the conservation can be measured by:

1
N

N

∑
i=1

|Sc(Fl
i)−∑

K
k=1 ∑x,y

(
wk

cF lk
i (x,y)

)
|

|Sc(Fl
i)|

, (12)

We report the comparison results of the different CAM methods in Table 2. Note that, the
lower value of the sensitivity and conservation indicates that the method suits the axioms bet-
ter. It is clear that the Grad-CAM++ breaks the axioms of sensitivity and conservation with
poor performance in the axiomatic evaluation. This may further explain why Grad-CAM++
cannot achieve comparable performance in class discrimination analysis. The results imply
that it may be important to consider the axioms in designing visualization methods.

5 Conclusion
In this paper, we present a novel visualization method called XGrad-CAM motivated by
the axioms of sensitivity and conservation. A clear mathematical explanation is provided to
fill the gap in interpretability for CAM visualization methods. Experimental results show
that our XGrad-CAM enhances Grad-CAM in terms of sensitivity and conservation, and
significantly improves the visualization performance compared with Grad-CAM. We also
give a reasonable explanation why existing methods (i.e., Grad-CAM and Ablation-CAM)
can be effective from the perspective of axioms.
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