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1 BPS Dataset
A comparison of KITTI and Brooklyn Panorama Synthesis (BPS) datasets is shown in Table 1.
Note that BPS has more training examples, wider field of view, and larger average motion.
Figure 1(a) shows the distribution of displacement vectors between image pairs in KITTI.
The distribution of camera motion in KITTI is shown in vehicle relative frame and shows
only forward and sideways motion, as sideways motion is negligible. Figure 1(b) shows the
distribution of motion vectors for BPS, expressed as vector difference in UTM coordinates.
From this, we can see that there is a much greater diversity of motions.

An example from the BPS dataset is shown in Figure 2. If we consider only a perspective
cutout (as shown in green boundary), we can see that reasonable novel view synthesis cannot
be expected because in the target image, a car appears which was not visible in the input
picture. On the other hand, if we use fully panoramic image, this problem can be avoided.
Note that in both KITTI and BPS, there is a possibility of uncertainty because of moving
objects such as cars.
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Figure 1: Distribution of pair-wise distances
in the KITTI (a) and BPS dataset (b).

Training
Examples

Image
Size

Horizontal
FOV (w/ crop)

Mean
Distance

KITTI 20409 256×256 82◦(20.5◦) 5.02m
BPS 40592 960×160 360◦ 8.49m

Table 1: Comparison of BPS and KITTI
datasets.
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Figure 2: An example pair of panoramic images from the BPS dataset. If we consider only a
perspective cutout region (green boundary), it is not possible to synthesize the target image
from the input cutout as an unseen object appears.

2 Network Architectures
We provide detailed architectures of the networks used in this paper. All conv2d layers have
a filter size 3× 3, unless otherwise specified. Every convolution is followed by a batch-
normalization layer. We use ReLU activation on all hidden layers, unless otherwise specified.
We now describe the architectures of all our sub-networks.

2.1 Improved Appearance Flow (AF++)
We use a ResNet-18 encoder which produces 512 feature maps. For motion encoding, we use
our distributed motion encoding that yields 50 feature maps for BPS (25 for each axis). For
KITTI, we use 83 feature maps (21 for both x and y axes, and 42 for z axis). We concatenate
these motion feature maps with image feature maps. The decoder architecture is shown in
Table 2.

Since the last conv2d layer produces the flow prediction in the range [−1,1], we use tanh
activation instead of ReLU.

2.2 Flow-Guided Direct Synthesis (FDS)
For FDS, we use ResNet-50 encoder followed by a 1× 1 conv2d layer to reduce memory
requirements by transforming 2048 feature maps to 16. The predicted flow (from AF++) is
applied to these feature maps. The decoder architecture is shown in Table 3. We use ReLU
activation for all convolutions, except that last layer where we use sigmoid activation function.

2.3 Adaptive Image Fusion
To get fusion weights for both flow-based prediction from AF++ and directly synthesized
prediction from FDS, we train a fusion network. The inputs for the fusion network are
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Type (name) Inputs Channels

coord-conv2d (conv1.1) feature maps 512
conv2d (conv1.2) conv1.1 256
conv2d (conv2.1) up(conv1.2) 256
conv2d (conv2.2) conv2.1 128
conv2d (conv3.1) up(conv2.2) 64
conv2d (conv3.2) conv3.1 32
coord-conv2d (conv4.1) up(conv3.2) 8
conv2d (conv5) conv4.1 8
conv2d (conv8) tanh(conv7) 2

Table 2: AF++ decoder.

Type (name) Inputs Channels

conv2d (conv1.1) up(warped features) 256
conv2d (conv1.2) conv1.1 256
conv2d (conv2.1) up(conv1.2) 128
conv2d (conv2.2) conv2.1 128
conv2d (conv3.1) up(conv2.2) 64
conv2d (conv3.2) sigmoid(conv3.1) 3

Table 3: FDS Decoder.

In
pu

t
Fl

ow
A

F+
+

Ta
rg

et

Figure 3: Examples with predicted flow field. We can see that predicted flows correspond to
the structure of the scene and depths of objects. Objects in the direction of travel (center) have
lower flow predictions than the nearby buildings.

flow-based prediction, directly-synthesized image, and the flow field predicted from the flow
network AF++. The fusion network is a standard U-Net with only some minor changes. Output
prediction has the same size as the input image and predictions. We use a single channel
output and use sigmoid activation. We then use the following equation to fuse predictions
from AF++ and FDS to get the final output:

Î = A · ÎF +(1−A) · ÎG, (1)

where ÎF and ÎG are the predictions from AF++ and FDS, respectively. The fusion network
architectrue is shown in Table 4.

3 Flow Field
We show the flow field predicted by AF++ in Figure 3. It can be seen that the flow fields
correspond to the objects in the scene and and their depths.
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Type (name) Inputs Output Channels

conv2d (conv1.1) cat(AF++, FDS, Flow) 64
conv2d (conv1.2) conv1.1 64
conv2d (conv2.1) pool(conv1.2) 128
conv2d (conv2.2) conv2.1 128
conv2d (conv3.1) pool(conv2.2) 256
conv2d (conv3.2) conv3.1 256
conv2d (conv4.1) pool(conv3.2) 512
conv2d (conv4.2) conv4.1 512
conv2d (conv5.1) pool(conv4.2) 512
conv2d (conv5.2) conv5.1 512
conv2d (conv6.1) up(conv5.2+conv3.2) 256
conv2d (conv6.2) conv6.1 256
conv2d (conv7.1) up(conv6.2+conv2.2) 128
conv2d (conv7.2) conv7.1 128
conv2d (conv8.1) up(conv7.2+conv2.2) 64
conv2d (conv8.2) conv8.1 64
conv2d (conv9.1) up(conv8.2+conv1.2) 64
conv2d (conv9.2) conv9.1 64
conv3d (conv10) sigmoid(conv9.2) 1

Table 4: Fusion U-Net


