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Comparisons of different methods using mean-squared errors (MSE)

Table 1. Comparison between our method against existing methods, on the iHarmony4 dataset[1], based on criteria of MSE.

Method HCOCO HAdobe5k HFlickr Hday2night All

Lalonde and Efros [3] 110.10 158.90 329.87 199.93 150.53

Xue et al. [5] 77.04 274.15 249.54 190.51 155.87

Zhu et al. [6] 79.82 414.31 315.42 136.71 204.77

DIH [4] 51.85 92.65 163.38 82.34 76.77

S2AM [2] 41.07 63.40 143.45 76.61 59.67

DoveNet [1] 36.72 52.32 133.14 54.05 52.36

Ours 21.05 28.26 68.75 85.14 30.37
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Results on Real Composite Images
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 1. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 2. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 3. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 4. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 5. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 6. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 7. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 8. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Figure 9. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Figure 10. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Real Composite Lalonde [3] DIH [4] S2AM [2] DoveNet [1] Ours

Figure 11. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Results on iHarmony4 [1] test set

Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 12. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 13. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 14. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 15. Results on real composite images, including the input composite, four existing methods, and our proposed method.

16



Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 16. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 17. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 18. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 19. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 20. Results on real composite images, including the input composite, four existing methods, and our proposed method.

21



Input Mask Ground Truth DIH [4] S2AM [2] DoveNet [1] Ours

Figure 21. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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Figure 22. Results on real composite images, including the input composite, four existing methods, and our proposed method.
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