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1 Network details for AVSE

As shown in Fig.2 in the paper, AVSE is built with several components, including encoder,
generator, discriminator, classifier and regerssor. We implemented the components with
multi-layer perceptrons (MLPs). Table | below describes the details in these components.
Notice that, each component contains one or two fully-connected layer, thereby it is effective
to train the entire model in an end-to-end fashion.

Encoder (E) Generator (G) Discriminator (D)  Classifier (C) Regressor (R)
FC-4096 FC-4096 FC-4096 FC-#classes  FC-#attributes
Leaky ReLU (0.2) Leaky ReLU (0.2) Leaky ReLU (0.2) Softmax RelLU
FC-2048 FC-2048 FC-2
ReLU ReLU

Table 1: Network details in the AVSE model. FC represents the fully-connected layer, and
the number behind it denotes the number of output units. ‘#classes’ is the number of seen
classes and “#attributes’ is the number of semantic attributes.

2 More embedding-to-image generation examples

In Sec.3.3 of the paper, we train the embedding-to-image generation model and show some
examples of generated images on Oxford Flowers dataset. Below, we illustrate more visu-
alization examples for seen classes in Fig. 1 and for unseen classes in Fig. 2, respectively.
These examples Additionally show the effectiveness of the embedding learned in AVSE.

3 Confusion matrix between seen and unseen classes

One challenge in ZSL is the misclassification between seen and unseen classes. To this
end, we compute a distance score to quantify the distributions of seen and unseen class
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prototypes (see Sec.4.3 in the main paper). Recall that, we compute an Euclidean distance
score for a pair of a seen class prototype and a unseen class one. Consequently, we obtain
a | V"] x || confusion matrix where |)*| is the number of unseen classes and |)*| is the
number of seen classes. Based on the confusion matrix, we calculate the average distance
score, as reported in Table 5 of the paper. Here, we aim to additionally exhibit the details in
the confusion matrix. In Fig. 3, we compare the matrices for f-CLAWGAN, Lis-GAN and
AVSE, respectively.

4 Additional classification results

In this supplementary material, we illustrate more classification examples from our AVSE,
in the context of both ZSL and GZSL (Fig. 4 for CUB, Fig. 5 for SUN, Fig. 6 for AWA and
Fig. 7 for FLO). Note that we show both success and failure cases on each dataset. These
examples qualitatively demonstrate the advantage and weakness of AVSE.

5 On the exploration of hard zero-shot learning

Recall the ratio of seen classes to unseen classes in the datasets (see Table 1 in the paper),
we can see that ZSL generally defines more seen classes than unseen classes. However, in
real-world scenarios, there will be more unseen classes than seen classes. To this end, we
propose a harder yet practical setting by switching the numbers of seen and unseen classes.
Specifically, we use fewer seen classes to train the model, but more unseen classes to test it.
Table 5 reports the results under the hard ZSL setting. Compared with the results in Table 1
and Table 2 of the main paper, we note that the performance drops largely on the datasets for
the three methods. We believe there is still much space to further extend the ZSL research in
real-world settings.

Method CUB SUN AWA FLO

f-CLSWGAN 281 145 175 16.1
Lis-GAN 285 149 185 169
AVSE 295 158 182 169

Table 2: Results of hard zero-shot learning (HZSL), where the number of unseen classes is
more than the number of seen classes. The top-1 accuracy of the three methods are compet-
itive on the datasets.



Y. LIU, T. TUYTELAARS: ADVERSARIAL VISUAL-SEMANTIC EMBEDDING 3

Real Visual Textual
image embedding embedding

Iy

Figure 1: Generated images conditioned on our visual and textual (or semantic) embeddings,
respectively. The six images are from seen classes of Oxford Flowers. The image instance
in the last row looks more challenging than others.
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Figure 2: Generated images conditioned on our visual and textual (or semantic) embeddings,
respectively. The six images are from unseen classes of Oxford Flowers. Compare with the
examples in Fig. 1, the image generation for unseen classes is more difficult.
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Unseen class
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' Black billed Cuckoo Brandt Cormorant
Black billed Cuckoo Black billed Cuckoo
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Figure 4: AVSE classification results on CUB dataset. In the context of either ZSL or GZSL,
the top-5 predictions are shown. Unseen classes are in green and seen classes are in blue.
The ground-truth class labels are underlined if the prediction is correct in the top-5. The last
image instance belong to the category "Mallard’ is a failure case.
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Figure 5: AVSE classification results on SUN dataset. In the context of either ZSL or GZSL,
the top-5 predictions are shown. Unseen classes are in green and seen classes are in blue.
The prediction that is underlined represents the ground-truth class label. Since SUN dataset
has more classes than other datasets, its GZSL classification becomes more difficult. It can
be seen that seen classes always rank before the unseen classes.



8 Y. LIU, T. TUYTELAARS: ADVERSARIAL VISUAL-SEMANTIC EMBEDDING

Unseen class ZSL | GZSL
| seal | otter
walrus humpback+whale
: sheep : hippopotamus
blue+whale seal
dolphin siamese+cat
horse horse
! sheep | cow
bobcat moose
blue+whale tiger
! giraffe ! 0X
| sheep | pig
i horse i sheep
rat collie
walrus cow
bobcat chihuahua
| blue+whale | Killer+whale
5 dolphin i humpback+whale
seal blue+whale
| walrus | dolphin
horse otter
sheep moose
: bat : Wolf
rat raccoon
: horse : otter
seal deer

Figure 6: AVSE classification results on AWA dataset. In the context of either ZSL or GZSL,
the top-5 predictions are shown. Unseen classes are in green and seen classes are in blue.
The prediction that is underlined represents the ground-truth class label. The last unseen
class bobcat’ fails to be classified as it is too small in the image.
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Figure 7: AVSE classification results on FLO dataset. In the context of either ZSL or GZSL,
the top-5 predictions are shown. Unseen classes are in green and seen classes are in blue.
The prediction that is underlined represents the ground-truth class label. In the last image
instance, the GZSL predictions fail to estimate the correct label.



