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A Appendix

A.1 Network Details

The network consists of three main parts: homography encoder, image encoder/decoder, and
flow encoder/decoder. Our network design of the homography encoder follows [3]. For the
image and the flow encoder/decoder design, we follow [4].

A.2 Implementation Details

Our model is implemented using Pytorch v0.4, CUDNN v7.0, CUDA v9.0. It runs on the
hardware with Intel(R) Xeon(R) (2.10GHz) CPU and NVIDIA GTX 1080 Ti GPU. The
model runs at 15 fps on a GPU for frames of 256×256 pixels. We use Adam optimizer with
β = (0.9, 0.999). The learning rate starts with 2e-4 and divided by 10 every 5 epochs. We
train our model from scratch. The homography training and video inpainting training take
about 3 days, each using eight NVIDIA GTX 1080 Ti GPUs.

A.3 Video Inpainting Results

We provide video inpainting results on DAVIS dataset. We compare our method with two
strong baselines [1, 2]. The video is encoded with H264 codec into MP4 format. All the
videos are played at the original speed. Please use ’pause’ or adjust the speed if needed.
Please refer to the attached video file.
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