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.1 Experiments

.1.1 STL10 [1]
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Figure 1: Overview of the performance of STL-10 on ResNet, DenseNet, and Wide ResNet
respectively. The solid lines represent train accuracy and dashed lines represent the test
accuracy, respectively.
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.1.2 CIFAR-10 [3]
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Figure 2: Overview of the performance of CIFAR-10 on ResNet, DenseNet, and Wide ResNet
respectively. The solid lines represent train accuracy and dashed lines represent the test
accuracy, respectively.

.1.3 CIFAR-100 [2]
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Figure 3: Overview of the performance of CIFAR-100 on ResNet, DenseNet, and Wide
ResNet respectively. The solid lines represent train accuracy and dashed lines represent the
test accuracy, respectively.
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