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1 Datasets

We evaluate the TripNet architecture over three video datasets, Charades-STA [1], Activi-
tyNet Captions [4] and TACoS [5]. Charades-STA was created specifically for the moment
retrieval task and the other datasets were created for the video captioning task but are com-
monly used to evaluate the moment retrieval task. Note that we chose not to include the
DiDeMo [2] dataset because in previous work, the evaluation is based off splitting the video
into 21 pre-defined segments, instead of specific start and end times. This would mean
changing the set of actions for our agent and we wanted the set of actions to be consistent
across datasets. We do, however, compare against the method from [2] on other datasets.

All the datasets that we use contain untrimmed videos and natural language descriptions
of specific moments in the videos. These language descriptions are annotated with the cor-
responding start and end time of the corresponding clip.

Charades-STA [1]. This dataset takes the original Charades dataset, which contains video
annotations of activities and video descriptions, and transforms these annotations to temporal
sentence annotations which have a start and end time. This dataset was made for the task
of temporal activity localization based on sentence descriptions. There are 13898 video to
sentence pairs in the dataset. For evaluation, we use the dataset’s predefined test and train
splits. On average, the videos are 31 seconds long and the described temporally annotated
clips are 8 seconds long.

ActivityNet Captions [4]. In order to test the robustness of our system with longer video
lengths, we use ActivityNet Captions that contains 100K temporal description annotations
over 20k videos. This dataset was originally created for video captioning but is easily adapt-
able to our task and showcases the efficient performance of our architecture on longer videos.
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Figure 1: This figure shows on the left TripNet-GA and on the right TripNet-Concat, where
gated-attention over text features and simple concatenation are explored, respectively.

On average, the videos are 2.5 minutes long and the described temporally annotated clips are
36 seconds long.

TACoS [5]. This dataset contains both activity labels and natural language descriptions,
both with temporal annotations for 127 videos. Following previous work, for evaluation we
randomly split the dataset into 50% for training, 25% for validation and 25% for testing. We
choose this dataset because of its long videos, which are 4.5 minutes long on average and
the temporally annotated clips are 5 seconds long on average.

2 Implementation details.

During training, we take a video and a single query sentence that has a ground truth temporal
alignment in the clip. At time t = 0 we set the bounding window [Wstart , Wend] to be [0, X]
where X is the average length of ground truth clips in the dataset. This means that this is
the initial clip in the sequential decision process. Furthermore, it also means that the first
actions selected will most likely be skipping forward in the video. The input to the system
is X sequential video frames and a sentence query. The sentence is first encoded through a
Gated Recurrent Unit of size 256 and then through a fully-connected linear layer of size 512
with sigmoid activation. We run the video frames within the bounding window through a
3D-CNN [6] which is pre-trained on the Sports-1M dataset and extract the 5th convolution
layer. The A3C reinforcement learning method is then used for the policy learning module
and is trained with stochastic gradient descent (SGD) with a learning rate of .0005. The first
fully-connected (FC) layer of the policy learning module is 256 dimensions and is followed
by an long short term memory (LSTM) layer of size 256. During training, we set A3C to run
8 parallel threads.

In addition to comparing against prior works, we run TripNet without the gated attention
mechanism, shown as TripNet-Concat in Figure 1. TripNet-Concat does self attention over
the mean pooled C3D features of the video frames and concatenates the output with the Skip-
Thought [3] encoding of the sentence query to produce the state representation. Testing this
method allows us to explore the performance of the state processing module separately from
the policy learning module.
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Method A B C
CTRL 44.19ms 218.95ms 342.12ms
TripNet-GA 5.13ms 6.23ms 11.27ms

Table 1: The average time in milliseconds that it takes to localize a moment on different datasets
from CTRL [1] verus our method. A is Charades-STA, B is ActivityNet Caps, and C is TACoS.
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