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Axiom-based Grad-CAM: Towards Accurate
Visualization and Explanation of CNNs
Appendix

1 Proof

In this section, we aim to demonstrate that given an arbitrary layer in ReLU-CNNs, for any
class of interest, there exists a specific equation between the class score and the feature maps
of the layer.

For a ReLU-CNN which only has ReLU rectification as its nonlinearity, the following
equation holds for an arbitrary layer l:
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We then prove our statement (i.e., Eq.(5) in the main paper) using mathematical induction
[2]. In the top layer L, the response of the c-th unit is exactly the class score of interest Sc in
the main paper, and it is easy to verify that:
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Suppose that for layer l (l < L):
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Then, for layer l−1, it holds:
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This means that for an arbitrary layer, the class score equals to the sum of gradient×feature
plus an extra bias term.

2 ε(Fl) and ζ (Fl;k)

ε(Fl) is the bias term in Eq. (5) in the main paper. We calculated
∣∣∣ ε(Fl)

Sc(Fl)

∣∣∣ of 1000 input
images in different layers of VGG-16 model, with the class of interest c set as the top-1
predicted class. Fig. 1(a) shows that this term is rather large in shallow layers.

ζ (Fl ;k) is a bias term in Eq. (6) in the main paper. Given an input example, Fig. 1(b)
shows the values of Sc(Fl)− Sc(Fl\Flk) and ζ (Fl ;k) w.r.t. all the feature maps in the last

spatial layer of VGG16 model. It can be seen that |ζ (Fl ;k)|
|Sc(Fl)−Sc(Fl\Flk)| is rather small for most

of the feature maps. Exceptions usually happen in the unimportant feature maps whose
removing only lead to a tiny score change.

3 CAM, Grad-CAM, Ablation-CAM and XGrad-CAM on
GAP-CNNs

In this section, we prove that for GAP-CNNs (e.g., ResNet-101, Inception_v3), CAM [5],
Grad-CAM [3], Ablation-CAM [1] and our XGrad-CAM achieve the same performance on
the last spatial layers of the models.
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Figure 1: (a) Normalized ε(Fl) in different layers of VGG-16 model. “MP” represents for

Maxpooling layer. The mean values are provided above the box-plots; (b) |ζ (Fl ;k)|
|Sc(Fl)−Sc(Fl\Flk)|

is small for most of the feature maps. Exceptions usually happen in the unimportant feature
maps.

GAP-CNNs usually consist of fully-convolution layers, global average pooling and a
linear classifier with softmax. Specifically, let Fl be the last spatial layer, the output of the
global average pooling is:

Ak =
1
Z ∑

x,y
F lk(x,y) (6)

where Z is the number of units in the k-th feature map. The score of class c is exactly a
weighted sum of Ak since the classifier is linear:
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where wk
c is the weight connecting the k-th feature map with the c-th class, bc is a bias.

Combining Eq. (6) and Eq. (7), we have:
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The weight of CAM [5] is then defined as wk
c.

For a GAP-CNN, we can simply get that ∀x,y, ∂Sc(Fl)
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c using the Chain Rule.
Recall the definition of the weights in Grad-CAM [3], we have:
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Recall the definition of the weights in Ablation-CAM [1], we have:
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Recall the definition of the weights in XGrad-CAM, we have:
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It shows that the weights of Grad-CAM [3], Ablation-CAM [1] and XGrad-CAM are
exactly the same in the case of GAP-CNNs. Besides, they are also identical to the weight of
CAM [5] expect a constant Z, which makes no difference for visualization. Therefore, we
can conclude that CAM [5], Grad-CAM [3], Ablation-CAM [1] and XGrad-CAM achieve
the same performance on the last spatial layers of GAP-CNNs.

4 Additional Visualization Results
In the section of class discrimination analysis in the main paper, we evaluated the class-
discriminability of different CAM methods using their guided versions rather than them-
selves. The motivation comes from two aspects. First, the guided versions have the same
class-discriminability as the original versions. As shown in Fig. 2, we visualized several
visualization results of XGrad-CAM, Guided Backprop [4] and Guided XGrad-CAM. It is
shown that Guided XGrad-CAM inherits the class-discriminability of XGrad-CAM com-
pletely. This phenomenon applies to all the other CAM methods. Second, the results of
guided versions provides a better visualization for the objects of interest with more object
details. It helps the subjects make their decisions more accurately and efficiently in the game
of “What do you see” as shown in Fig.4(a) in the main paper.

Fig. 3 presents several qualitative results in VOC 2007 validation set to further compare
the class-discriminability of different CAM methods. We can see that if there are objects
belonging to multiple classes in an image, Grad-CAM++ also highlights regions of irrelevant
classes. Clearly, Grad-CAM++ is not class-discriminative compared with the other three
CAM methods.
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Figure 2: Several visualization results of XGrad-CAM, Guided Backprop and Guided
XGrad-CAM.
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Figure 3: Additional visualization results to compare the class-discriminability of different
CAM methods.


