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Contrastively-reinforced Attention Convolutional
Neural Network for Fine-grained Image
Recognition

BMVC 2020 Submission # 656

Abstract

Fine-grained visual classification is inherently challenging because of its inter-class
similarity and intra-class variance. However, by contrasting the imageswith same/different
labels, a human can instinctively notice that the key clues lie in certain objects while other
objects are ignorable. Inspired by this, we propose Contrastively-reinforced Attention
Convolutional Neural Network (CRA-CNN), which reinforces the attention awareness of
deep activations. CRA-CNN mainly contains two parts: the classification stream and
attention regularization stream. The former classifies the input image and simultaneously
proposes to divide the input visual information into attention and redundancy. The latter
evaluates the attention/redundancy proposal by classifying the attention and contrasting
the attention/redundancy of various inputs. The evaluation information is backpropa-
gated and forces the classification stream to improve its awareness of visual attention,
which helps classification. Experimental results on CUB-Birds and Stanford Cars show
that CRA-CNN distinctly outperforms the baselines and is comparable with state-of-art
studies despite its simplicity.

1 Introduction
Fine-grained visual classification (FGVC) aims to differentiate visually similar categories,

such as different breeds of birds or models of cars. As an interesting yet challenging task,
FGVC has recently attracted much attention. The difficulty of FGVC is principally caused by
its inter-class similarity and intra-class variations.

To avoid the difficulty, existing approaches generally first locate the discriminative parts
or objects and then specify the category with Convolutional neural networks (CNNs) [9, 12,
14, 16, 17, 22, 25, 26]. The benefit is that the located parts or objects preserve the information
useful for classification and discard the useless information. By doing so, such approaches
reduce inter-class similarity and intra-class variation.

However, attention localization is extremely complicated in itself. Inaccurate attention
brings about low accuracy, while accurate attention always requires heavy effort, such as extra
manual attention annotations [14, 22, 25, 34, 36] or sophisticated algorithms [9, 12, 16, 17,
26]. Thus, such attention-based approaches are always labor-intensive or/and computationally
expensive, which is an obstacle for practical use. Especially in real-world applications, while
the overhead in training procedure can be to some extent avoided by training beforehand, the
overhead in testing (utilization) procedure is inevitably unfeasible.

© 2020. The copyright of this document resides with its authors.
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Figure 1: Motivation. (Best view in color). The middle column between two dash-dotted
lines shows some images that are wrong classified by the a fine-tuned ResNet-50. The pair
of colored bars below each image in the left two columns represents ground truth (left bar)
or prediction result (right bar). The bar’s color denotes whether the image in the same row,
middle column is labeled/predicted as the same category of the image above the bar (green)
or not (red). The right two columns show the middle-column images’ CAM [40] generated
by the ResNet-50 [11] (second column on the right) and wanted in this work (first column
on the right). This work aims to reinforce the network’s awareness of condition-invariant
attention to improve generalization.

In this work, we do not follow the typical localize-and-recognize techniques but focus on
reinforcing CNN activations’ awareness of visual attention. Specifically, take the bird images
as an example. As shown in Fig. 1, traditional CNNs struggle with two problems. First, bird
images usually have certain habitat backgrounds, such as tree branches and water surface. If
the CNNs rely on the habitats, they might make mistakes when a congeneric bird happens
to be in another habitat. Second, the birds of the same species may look very different in
different poses, illumination, etc., while the differences between different species are subtle.
Affected by these problems, traditional CNNs sometimes fail to respond to visual attention,
and that is why they need localize-and-recognize techniques. To address the problems, we
attempt to regulate the networks to respond more to the core attention (e.g., bird head) that is
invariant in different conditions (background, poses, illumination, etc.). In that way, networks
respond to correct clues in whatever conditions and less be affected by visual redundancy.

For this purpose, we propose Contrastively-reinforced Attention Convolutional Neural
Network (CRA-CNN), which consists of two network streams: classification stream Ncls

and attention regularization stream Nar . Ncls has two tasks: (a) predict the correct category
of a given image; (b) generate a set of attention parameters conditioned on the information
learned from the given image. Then, the attention parameters, along with the input image, are
fed into the proposed Attention-redundancy Transformer module (ART module). The ART
module divides the visual information of the input into attention and redundancy. Thereafter,
Nar evaluates the attention/redundancy proposal of Ncls , and regulates the activations of Ncls

through standard backpropagation. We train Ncls and Nar together during training. For the
testing process, we remove Nar and only use Ncls , and thus our approach requires no heavier
overhead than basic models such as the ResNets.

We design Nar inspired by the fact that humans can effectively notice informative attention
by contrasting different fine-grained images. For example, given anFGVC task of bird species,
after contrasting images corresponding to different labels, humans instinctively notice that the
key clues for classification lie in the birds rather than the background. Then the background
objects, such as the trees, become worthless in human eyes. We use Nar to recognize the
proposed attention. If Ncls correctly proposes the attention/redundancy of an input image,
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for Nar ’s perspective, the redundancy should be similar to the redundancy of other images
and contrasting to the attention of itself. Thus, in addition to softmax loss, we train Nar with
triplet loss to separate the attention-redundancy pair of the same image and pull closer the
redundancy of different images.

Our contributions are: (1) we propose a novel neural network model that contrastively
reinforces networks’ awareness of condition-invariant attention; (2) Our approach is simple
to implement and computationally cheap, especially in the test procedure. (3) Our approach
is quite close to the state-of-the-art approaches on CUB Birds, and reaches state-of-the-art
performance on Stanford Cars, while we only use a basic ResNet-101 model for testing.

2 Related Work
Region-based Attention Learning. Mainstream studies overcome inter-class similarity

and intra-class variance by localizing attentional regions for classification. For learning
region localization, many prior studies introduce extra annotations, such as bounding boxes
and part annotations [14, 22, 25, 25, 34, 36]. However, such approaches require heavy effort
in manual annotations before learning features, and thus not practical for practical use.

Recently, there have been emerging studies on automatically searching attention regions
by unsupervised or weakly-supervised approaches. For example, [7, 16, 21] embeds certain
learnable mechanisms within deep neural networks, and train the attention-learning mech-
anism together with other components of the networks. However, the problem is two-fold.
First, although the localization becomes learnable, researchers have to manually fix the sizes,
shapes, etc., of the attention region [7, 12, 16]. Otherwise, the networks will become too
difficult to train. Second, cropping local regions brings an inevitable loss of some visual
information. Because of these problems, region-based attention learning suffers from the
dilemma of either keeping redundancy or losing useful information. To reduce the dilemma,
researchers have to construct multi-stream architectures to obtain complementary informa-
tion. Such effort includes multi-part [9, 16] or multi-level [7, 12, 17, 26] attention regions,
which, however, require huge computational expenses in both training and testing procedures.

In the training procedure, our work uses a somehow similar architecture to the ones used
in some region-based attention studies, such as [16]. However, our work does not recognize
local regions instead of entire images but utilizes the designed loss occurred by local regions
to regulate the networks. Thus, CRN-CNN explores entire visual information for utilization.

Attention-aware Deep Features. Some researchers focus on learning attention by ap-
plying selective or weighting schemes on deep features. [27] takes CNNs’ activation maps as
the inputs of their LSTM-based attention model. [38] uses spatially-correlated information
to cluster the activation maps from different CNN channels, and then applies weighting on
the grouped features to learn attention. [29] learns multiple weighted feature maps, and then
uses an OSME module to enforce the attentional correlations among the feature maps.

Although our work aims to reinforce the deep activations’ awareness of attention, it is
quite different from all the above-mentioned studies on attention-aware deep feature learning.
Our work does not focus on designing extra sophisticated schemes to apply some kinds
of weighting to CNN features. Instead, our work reinforce the attention awareness by the
attentional regulation from a sub-network with the designed losses. Therefore, our work is
much simpler to implement than above-mentioned studies.

3 Proposed Approaches
The overview structure of proposed CRA-CNN is illustrated in Fig 2. The classification

stream (Ncls) is the target stream that we want to improve the attention awareness. The
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Figure 2: Pipeline of CRA-CNN. Given an input, beside classification (trained with Lcls1),
Ncls is required to output a set of transformation parameters Γ. Γ is limited to be in a
reasonable range and becomes Γres , which is further restricted by Lres . Parametrized trans-
formationsAΓres andRΓres are then applied to the input and form attention and redundancy.
Γ allows localization, zooming, and rotation. Then the Nar regulates Ncls by recognizing the
attention (Lcls2) and contrasting the attention/redundancy (Lcntr ).

attention regulation stream (Nar ) is used to force the Ncls to do so. The Ncls and Nar are
connected by the proposed ART module, which contains attention transformation module
(AT module) and redundancy transformation module (RT module). The AT module uses the
attentional information proposed by Ncls to define an attentional transformation on the input
image. The RT module gathers the visual information uncovered in the attention and defines
redundancy. The restriction loss Lres is applied to encourage the proposed transformation
to be in a reasonable range. Then Nar recognizes the attention’s category, which should be
same as the category of the input, and pull away/closer the transformed images.

Clearly, Ncls is forced to simultaneously: (a) predict the category of a given image; (b)
predict a transformation conditioned on the attention information inside Ncls; (c) ensure the vi-
sual information included/excluded in the transformed image to be discriminative/redundant.
By doing so, Ncls gradually learns the attention that helps classification. After the training,
we only keep Ncls for testing. More details are given below.

3.1 Attention-redundancy Transformer module
ARTmodule plays an important role as a bridge between Ncls and Nar . ARTmodulemust

be able to effectively propagate the current attention awareness of Ncls’s activations to Nar ,
and then back-propagate Nar ’s regulation to update Ncls . Therefore, the ART module has to
meet three requirements: (a) ARTmodule should be differentiable and thus can be embedded
within neural networks. (b) ART module should be simple and easy to optimize. Otherwise,
the whole architecture might be too difficult to train, and the introduction of the ART module
brings performance decrease. (c) ART module should automatically adjust the attention’s
locations, sizes, and angles of the for efficiently reflecting the attention awareness of the Ncls .
The angle adjustment applies attention alignment. [9] points out that the activation maps of
strong visual semantics help to align objects. We assume the converse to be also true: solving
alignment tasks encourages Ncls to increase visual semantics.

To meet the above requirements, we turn our eyes to the Spatial Transformer (ST) module
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of the Spatial Transformer Networks (STNs)[16]. The ART module is adapted from the ST
module by overcoming ST module’s drawbacks to meet the requirements of this work.

Spatial transformer module. ST module generates a transformed image It conditioned
on the input Iin. Neglect the numbers of channels in It and assume the 2-D size of Iin to be
H ×W (height, width), and H ∈ [1,h], w ∈ [1,w]. G = {(y1,x1),(y1,x2), ...(y2,x1),(y2,x2), ...
(yw,xh−1),(yh,xw)} is a regular spatial grid that defines the It . Similarly, assume the 2-
D size of Iin to be H ′ ×W ′ (height, width), and H ′ ∈ [1,h′], w ′ ∈ [1,w ′]. Let G′ =
{(y′1,x1)

′,(y′1,x
′
2), ...(y2′,x ′1),(y

′
2,x
′
2), ...(y

′
w,x
′
h−1),(y

′
h
,x ′w)} to be the grid that defines the Iin.

Then the transformation applied by the ST module can be mathematically written as:

G′ = TΘ(G), where Θ = floc(Iin). (1)

Here, floc denotes a learnable spatial transformation predictor that is named as the
localization network. floc takes as input the Iin and predicts a set of transformation parameters

Θ =

[
θ11 θ12 θ13
θ21 θ22 θ23

]
, which is actually a 6-dimensional affine transformation matrix. Let

gi j = (xi, yj) to be a coordinate in G. Then the parametrized transformation T is defined as(
x′i
y′
j

)
= TΘ(gi j ) =

[
θ11 θ12 θ13
θ21 θ22 θ23

] ©­«
xi
yj
1

ª®¬, (2)

where (x ′i , y
′
j) is a coordinate in G′, and defines the sampling location in Iin for the gi j

location in It . Coordinates of G and G′ are normalized by width/height. Thus, x, y ∈ [−1,1],
and x ′, y′ ∈ [−1,1]. We follows [16] to use bilinear sampling kernel to sample points.

Details of attention-redundancy transformer module. Although the ST module has
some effects of resolving spatial variations, it also faces some problems in practice. The most
common problem is that the localization network struggles with noise at the early stages and
introduces large errors because of the irreversible loss of visual information (also pointed
out in [23]). Besides, as pointed out in [28], the ST module fails to eliminate some spatial
variations. Those problems make the training of ST module a rather difficult task. To Avoid
this difficulty, [16] fixes θ11, θ12, θ21 and θ22, and only optimizes θ13 and θ23 when learning
attentional information in the FGVC task. However, this greatly limits the variety of attention.

ART module consists of AT and RT modules. The AT module aims to efficiently
reflect the attention awareness of the Ncls without heavy training difficulty. As mentioned,
the AT module should be able to automatically adjust the attention’s locations, sizes, and
angles. Thus, in addition to the classifiers, Ncls outputs Γ =

[
γ1 γ2 γ3 γ4

]
, which is a

4-dimensional vector and we refer this vector as attention parameters. γ1 to γ4 respectively
defines the horizontal location, vertical location, scale and alignment angle. Here, we use
Iin, It and G following the same formulation as given above. Ga and Gr are respectively
the grids define attention and redundancy of Iin. The transformation implemented by the AT
module is therefore similarly defined as

Ga =AΓ(G), where Γ = f attcls (Iin). (3)

Here, f att
cls

denotes the Ncls’s function of predicting attention parameters. The transfor-
mation A for gi j is defined as(

xa
i

ya
j

)
=AΓ(gi j ) =

[
γ3cos(γ4) −γ3sin(γ4) γ1
γ3sin(γ4) γ3cos(γ4) γ2

] ©­«
xi
yj
1

ª®¬ . (4)
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With reduced parameters to learn, the AT module is easier to optimize than the ST mod-
ule. Despite its simplicity, the AT module is capable of abundant attention transformations
conditioned on the information from Ncls . Gr is defined as:

Gr = G−(G∩Ga). (5)

Restrictions on the attention parameters. We apply restrictions on the ART module
to avoid meaningless transformation such as sampling largely outside the boundary of Iin.
Since the coordinates of G, Ga and Gr are normalized to [−1,1], the location factors γ1,γ2
and the scale factor γ3 should be limited to a reasonable range. Otherwise, the transformation
may be irreversibly meaningless and misdirect the optimization of the networks. Therefore,
we apply a restriction on Γ as:

Γres =
[
γres1 γres2 γres3 γres4

]
=

[
αptanh(γ1) αptanh(γ2) αstanh(γ3) γ4

]
, (6)

where αp ∈ [0,1], αs ∈ [0,1] restrict γres1 ,γres2 ∈ [−αp,αp] and γres3 ∈ [−αs,αs]. We keep
γres4 = γ4 because γ4 is actually restricted by trigonometric functions. In practice, we use
Γres instead of Γ to propagate attentional information between the streams, and Γres helps to
prevent overfitting.

Moreover, we propose the attention-restriction loss to further restrict the transformation.
Let E =

[
e1,e2,e3,e4

]
is the expectation of Γ. That is, the regions obtained with the Γ equal

to E can likely well represent the attentional information in the most average situation. Then
the attention-restriction loss is defined as:

Lres = (
max(0, |γres1 − e1 | − t1)

|γres1 − e1 | − t1 + eps
(γres1 − e1)

2 +
max(0, |γres2 − e2 | − t2)

|γres2 − e2 | − t2 + eps
(γres2 − e2)

2

+
max(0, |γres3 − e3 | − t3)

|γres3 − e3 | − t3 + eps
(γres3 − e3)

2 +
max(0, |γ4 − e4 | − t4)
|γ4 − e4 | − t4 + eps

(γ4 − e4)
2)

1
2 ,

where eps denotes the epsilon.

(7)

Here, T =
[
t1 t2 t3 t4

]
is a set of thresholds. It is clear that L penalizes the distances

between Γ and E if the distance is larger than the thresholds. In practice, we manually set
E to be the half-length and half-width center crop. Unlike the previous studies that only
learns location [7, 12, 16], our work learns various attentional information restricted by the
thresholds.

3.2 Contrastive Reinforcement
Let (Imin, Inin) be a pair of input images and (am,an),(rm,rn) are respectively the attention

and redundancy pairs of the image pairs. Lcntr is defined as:

Lcntr = max(d( far (rm), far (rn))− d( far (rm), far (am))+margin,0)+
max(d( far (rn), far (rm))− d( far (rn), far (an))+margin,0).

(8)

where d denotes the Euclidean distance and far denotes the deep feature of Nar (e.g., the
output of the final fully connected layer in Nar ). In the training procedure, we minimize a
multi-task objective function. The loss function L for an input image is defined as:

L = Lcls1 +Lcls2 +Lres +Lcntr . (9)
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To minimize Lcls2 and Lcntr , the Ncls has to provide effective attentional information
to the Nar by the ART module, which forces Ncls to reinforce its awareness of attention.
Lres ensures the transformation to be in a reasonable range. Lres penalizes the AT module
if the transformation exceeds the range while giving full freedom otherwise. Moreover,
Lres works as a noise to Ncls , and forces Ncls to continuously explore more attentional
information, which helps prevent overfitting. In the testing procedure, we remove Nar and
the ART module, and only use the classifiers of Ncls . Therefore, our approach is as light as
the basic backbone networks in the testing procedure.

4 Experiments

4.1 Experiments Setup
Datasets. We carried out comparison experiments on benchmark datasets CUB-200-

2011 [33] and Stanford Cars [18]. CUB-200-2011 is a bird image dataset across 200 species
with totally 11,788 images. Stanford Cars is a car image dataset contains totally 16,185
images across 196 car classes.

Baselines. We use as baseline the ResNet-50 and ResNet-101 [11] pre-trained on Im-
ageNet [5] and fine-tuned on CUB-200-2011 and Stanford Cars. We fine-tunes ResNet-50
and ResNet-101 following the very careful fine-tuning techniques in [20]. For CRA-CNN,
we adopt the ResNet-50 and ResNet-101 as the backbone and fine-tunes respectively on the
two datasets. Ncls and Nar always have the same network as the backbone. We add a fully-
connected layer on the top of the last pooling layer of the ResNets to obtain Γ. As mentioned
before, we remove the Nar and ART module during testing. Therefore, in the testing stage,
CRA-CNN has the same structure as the baselines.

Training details. As mentioned above, we fine-tune the baselines like [20], which has
the best fine-tuning results to our knowledge. Therefore, here we mainly introduce the details
of CRA-CNN. We manually set the margin in Equation (8) as 0.7 and αp = 1, αs = 0.5,
E =

[
0 0 0.5 0

]
, T =

[
0.4 0.4 0.4 π

]
. When training networks, we resize the

input image so the shorter side is 512 but the aspect ratio does not change, then random
crop a 448×448 region as the input. The 448×448 images are fed into Ncls for classification
and obtaining the transformation parameters. We set the output size of the ART module
as 224×224. The batch size for training is 64, and we set weight decay factor as 5× 10−4,
momentum as 0.9. The initial learning rate is set as 10−3, which decays to 10−4 after 50
epochs, and then decays by 10−1 for every 45 epochs. Moreover, after the first 50 epochs, we
repeatedly turn off Lres for 45 epochs and then turn on Lres for 45 epochs. For validation,
we first resize the images in the same way as training. Then we center crop the image
(Subsection 4.2) or average the final outputs of classifiers without cropping (Subsection 4.3).

4.2 Comparison with the Baselines

Table 1: Comparison results with baselines.

ResNet-50 ResNet-101
Baseline CRA-CNN Baseline CRA-CNN

CUB-200-2011 84.2% 86.2% 86.1% 87.6%
Stanford Cars 90.0% 92.6% 91.8% 93.4%
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Figure 3: CAM maps respectively generated by the baseline ResNet-50 (the left image of
each pair) and the CRA-CNN whose backbone is ResNet-50 (the right image of each pair).
It is clear that our approach is much more focused than the baseline.

Figure 4: Examples of transformed images from CRA-CNN and STN. The STN suffers from
training difficulty and cannot capture meaningful attention. The CRA-CNN tends to both
capture and aligns the objects conditioned on certain attention focus, such as head, tire, etc.

Table 1 shows the comparison results between the CRA-CNN and baselines (our imple-
mentation). Clearly, our approach surpass the baselines in both datasets. It is noticeable that
our work actually uses the same structure as baselines for testing without additional over-
head, which indicates the significance of our work. Fig. 3 visualizes some example CAM
maps respectively generated by the baseline ResNet-50 and CRA-CNN whose backbone is
ResNet-50. It is obvious that CRA-CNN focus more on the core attention, while the baseline
ResNet-50 tends to be distracted. This phenomenon indicates that: (a) the proposed approach
efficiently forces the network to focus on core attention; (b) The core attention is very helpful.
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Table 2: Comparison results on CUB.
STNs (4×ST-CNN 448px) [16] 84.1%
RA-CNN (scale 1+2+3) [7] 85.3%
Kernel Pooling [3] 86.2%
MA-CNN (Lcls + Lcng) [38] 86.5%
ResNet-101+OSME+MAMC [29] 86.5%
PC-DenseNet-161 [6] 86.9%
TASN [39] 87.9%
HSE [1] 88.1%
PAIRS[9] 89.2%
WS-DAN [13] 89.4%
Stacked LSTM [8] 90.4%
Ours(ResNet-50) 86.7%
Ours(ResNet-101) 88.3%

Table 3: Comparison results on Cars.
BoostCNN [24] 88.5%
Kernel Pooling [3] 92.0%
RA-CNN (scale 1+2+3) [7] 92.5%
MA-CNN (Lcls + Lcng) [38] 92.8%
ResNet-101+OSME+MAMC [29] 90.3%
MPN-COV [19] 93.3%
TASN [39] 93.8%
MGE-CNN [35] 93.9%
WS-DAN [13] 94.5%
EfficientNet [31] 94.7%
AutoAugment [2] 94.8%
Ours(ResNet-50) 93.3%
Ours(ResNet-101) 94.8%

Fig. 4 shows the examples of the original input, attention, and redundancy. Clearly, the
CRA-CNN captures strong visual semantics. As the ART module is adapted from the ST
module, we also train an STN as a reference. For a fair comparison, we do not fix the first
four parameters of the ST module like [16] but optimize all the six parameters. Clearly,
STN fails to propose any useful visual information in this circumstance, which suggests the
extreme training difficulty of the STN. Actually, in practice, we observe that the STN refuses
to converge at all if we do not fix the firs four parameters.

4.3 Comparison with State-of-art
In this subsection, we compare work work with the state-of-art studies on CUB-200-2011

and Stanford Cars. For the experiment in this subsection, we do not crop the resized images
but average the final prediction scores. We find that the results improve in this way.

Table 2 shows comparison results with prior work on CUB-200-2011. The results suggest
that work is quite close to the state-of-art studies. Although our best result is a little behind
the state-of-the-art results, such as [8], our work is competitive because our work is quite
easy to implement. [8] involves LSTMs and a Mask-RCNN that needs to be pretrained on
additional data. The network optimization in [8] requires multiple complex stages and is
computationally expensive (also pointed out in [10, 30]). [4] uses Earth Mover’s Distance
(EMD) tomeasure the distance between datasets, and requiresmuch extra data for transferring
the knowledge. In comparison, our work is simple and light, especially in the test procedure.

Table 3 shows comparison results with prior work on Stanford Cars, and our best result
reaches the state-of-art result reported in [2]. [2] aims to find the best augmentation policy
with a search scheme, which, however, is very computationally-expensive. Besides, as
pointed out in [37], the policies acquired on proxy tasks may not be suitable for target tasks.
In comparison, our work provides a computationally-affordable and effective solution.

5 Conclusion
In this paper, we propose Contrastively-reinforced Attention Convolutional Neural Net-

work (CRA-CNN) to improve the attention awareness of deep activations. CRA-CNN
consists of two streams that are connected by the proposed attention-redundancy transformer
(ART) module. The attention regulation stream forces the classification stream to contin-
uously explore core attention by evaluating the attention/redundancy information from the
classification stream. Our work is simple to implement and computationally cheap. Despite
its simplicity, our approach is very competitive with state-of-art studies in terms of accuracy.
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