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1 Introduction

In this supplementary material we provide:

\begin{itemize}
  \item details about the evaluation datasets,
  \item implementation details for the tested methods,
  \item results with other normalization approaches,
  \item Error analysis for FT, $inFT_{mc}^{siw}$ and LUCIR.
\end{itemize}

2 Dataset details

2.1 Datasets

Four datasets that were designed for object, face, and landmark recognition are used here. The choice of significantly different tasks is essential to study the adaptability and robustness of the tested methods. The main dataset statistics are provided in Table 1.

\begin{itemize}
  \item \textit{ILSVRC} \cite{ILSVRC} is a subset of 1000 \textit{ImageNet} classes used in the \textit{ImagenetLSVRC} challenges. It is constituted of leaves of the \textit{ImageNet} hierarchy which most often depict specific visual concepts.
  \item \textit{VGGFace2} \cite{VGGFace2} is designed for face recognition. We selected 1000 classes having the largest number of associated images. Face cropping is done with MTCNN \cite{MTCNN} before further processing.
  \item \textit{Google Landmarks} \cite{GoogleLandmarks} (\textit{Landmarks} below) is built for landmark recognition, and we selected 1000 classes having the largest number of associated images.
  \item \textit{CIFAR100} \cite{CIFAR100} is designed for object recognition and includes 100 basic level classes \cite{CIFAR100}.
\end{itemize}
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Table 1: Main statistics for the evaluation datasets, $\mu$ is the mean number of images per class; and $\sigma$ is the standard deviation of the distribution of the number of images per class.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>train</th>
<th>test</th>
<th>$\mu$(train)</th>
<th>$\sigma$(train)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILSVRC</td>
<td>1,231,167</td>
<td>50,000</td>
<td>1231.16</td>
<td>70.18</td>
</tr>
<tr>
<td>VGGFace2</td>
<td>491,746</td>
<td>50,000</td>
<td>491.74</td>
<td>49.37</td>
</tr>
<tr>
<td>Landmarks</td>
<td>374,367</td>
<td>20,000</td>
<td>374.36</td>
<td>103.82</td>
</tr>
<tr>
<td>CIFAR100</td>
<td>50,000</td>
<td>10,000</td>
<td>500.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### 3 Implementation details

A ResNet-18 architecture [3] with an SGD optimizer is used as a backbone for all the methods. LUCIR [4] is run using the optimal parameters of the public implementation provided in the original paper. LwF [6] is run using the code from [9].

$FT$ and its derivatives are based on the same fine-tuning backbone and are implemented in Pytorch [8]. Training images are processed using randomly resized $224 \times 224$ crops, horizontal flipping, and are normalized afterward. Given the difference in scale and the number of images between CIFAR100 and the other datasets, we found that a different parametrization was needed for this dataset. Note that the parameters’ values presented below are largely inspired by the original ones given in [3].

For CIFAR100, the first non-incremental state and $Full$ are run for 300 epochs with \( batch\ space = 128, \ momentum = 0.9 \) and \( weight\ space = 0.0005 \). The \( lr \) is set to 0.1 and is divided by 10 when the error plateaus for 60 consecutive epochs. The incremental states of $FT$ are trained for 70 epochs with \( batch\ space = 128, \ momentum = 0.9 \) and \( weight\ space = 0.0005 \). The learning rate is set to \( lr = 0.1/t \) at the beginning of each incremental state \( Z_t \) and is divided by 10 when the error plateaus for 15 consecutive epochs.

For ILSVRC, VGGFace2 and Landmarks, the first non-incremental state and $Full$ are run for 120 epochs with \( batch\ space = 256, \ momentum = 0.9 \) and \( weight\ space = 0.0001 \). The \( lr \) is set to 0.1 and is divided by 10 when the error plateaus for 10 consecutive epochs. The incremental states of $FT$ are trained for 35 epochs with \( batch\ space = 256, \ momentum = 0.9 \) and \( weight\ space = 0.0001 \). The learning rate is set to \( lr = 0.1/t \) at the beginning of each incremental state \( Z_t \) and is divided by 10 when the error plateaus for 5 consecutive epochs.

### 4 Results with other calibration methods

Table 2 provides results with mean and min-max normalization of weights in addition to $L2$ and $siw$. These two supplementary normalization techniques are defined below.

- **min-max normalization** - each dimension of the classifier is calculated using:

\[
 s_k = \frac{w_k - \text{min}(W)}{\text{max}(W) - \text{min}(W)} \quad (1)
\]

- **mean normalization** - each dimension of the classifier is calculated using

\[
 s_k = \frac{w_k - \mu(W)}{\text{max}(W) - \text{min}(W)} \quad (2)
\]
Table 2: Top-5 average IL accuracy (%) for the min-max and mean normalization tested in addition to L2 and standardization, with T={10, 20, 50} incremental states. Best results are in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ILSVRC</th>
<th>VGGFace2</th>
<th>Landmarks</th>
<th>CIFAR100</th>
<th>IL</th>
<th>G_{IL}</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td>T=10</td>
<td>T=20</td>
<td>T=50</td>
<td>T=10</td>
<td>T=20</td>
<td>T=50</td>
</tr>
<tr>
<td>inFT_{min-max}</td>
<td>3.3</td>
<td>10.0</td>
<td>7.1</td>
<td>4.7</td>
<td>20.1</td>
<td>18.5</td>
</tr>
<tr>
<td>inFT_{mean}</td>
<td>54.1</td>
<td>49.4</td>
<td>38.0</td>
<td>69.7</td>
<td>78.4</td>
<td>58.6</td>
</tr>
<tr>
<td>inFT_{L2}</td>
<td>51.6</td>
<td>43.3</td>
<td>34.5</td>
<td>76.8</td>
<td>66.8</td>
<td>55.1</td>
</tr>
<tr>
<td>inFT_{sw}</td>
<td>61.6</td>
<td>51.9</td>
<td>39.9</td>
<td>84.0</td>
<td>80.6</td>
<td>61.9</td>
</tr>
<tr>
<td>Full</td>
<td>92.3</td>
<td>99.2</td>
<td>99.1</td>
<td>75.1</td>
<td>62.6</td>
<td>43.2</td>
</tr>
</tbody>
</table>

Standardization provides the best performance for all tested configurations. Mean calibration is second best and has better performance compared to the L2-normalization already used in [1]. Calibration with min-max is not effective and did not provide any good results.

5 Error analysis

Following [1], in Table 3, we provide top-1 correct and wrong classifications for: (1) FT - the simplest method tested, (2) LUCIR - the best existing method (3) inFT_{mc {sw}} - the proposed method. The analysis is done for the large dataset ILSVRC, with T = 20 states. c(p) and c(n) are the correct classification for past/new classes. e(p, p) and e(p, n) are erroneous classifications for test samples of past classes mistaken for other past classes and new classes respectively. e(n, p) and e(n, n) are erroneous classifications for test samples of new classes mistaken for past classes and other new classes respectively. Note that the percentages on the first three and last three lines of each table sum up to 100%. Since the number of test images varies across IL states, percentages are calculated separately for test images of past and new classes in each Z_t to get a quick view of the relative importance of each type of errors. c(p), e(p, p), and e(p, n) sum to 100% on each column, as do c(n), e(n, n), and e(n, p). The analysis shows that vanilla FT suffers from a total forgetting of the past classes since all their test images are wrongly classified. The effect of catastrophic forgetting is obvious in the way that 100% of past classes are mistakenly classified as belonging to new classes. Equally important, standardization of the initial weights not only reduces forgetting, but also reduces considerably the confusions among new classes. The comparison of LUCIR and inFT_{mc {sw}} shows that the first method is better at classifying test samples of new classes but has worse behavior for test samples of past classes. LUCIR c(p) scores are better for the first three iterations but fall behind those of inFT_{mc {sw}} afterwards. Note that both methods are strongly affected by catastrophic forgetting toward the end of the incremental process, with top-1 accuracy at 6% and 11.8% for LUCIR and inFT_{mc {sw}} respectively. This finding indicates that, while both distillation in LUCIR and classifier weights replay inFT_{mc {sw}} have a slight positive effect, memoryless IL remains a very challenging task. It is also interesting that the distribution of errors is different. LUCIR fails to ensure fairness between past and new classes since e(p, n) are much more frequent than e(p, p). inFT_{mc {sw}} is less biased toward new classes but produces a large number of confusions between past classes (e(p, p)).
<table>
<thead>
<tr>
<th>Incremental states</th>
<th>$Z_1$</th>
<th>$Z_2$</th>
<th>$Z_3$</th>
<th>$Z_4$</th>
<th>$Z_5$</th>
<th>$Z_6$</th>
<th>$Z_7$</th>
<th>$Z_8$</th>
<th>$Z_9$</th>
<th>$Z_{10}$</th>
<th>$Z_{11}$</th>
<th>$Z_{12}$</th>
<th>$Z_{13}$</th>
<th>$Z_{14}$</th>
<th>$Z_{15}$</th>
<th>$Z_{16}$</th>
<th>$Z_{17}$</th>
<th>$Z_{18}$</th>
<th>$Z_{19}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c(p)$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$e(p,p)$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$e(p,n)$</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>$c(n)$</td>
<td>87.8</td>
<td>87.28</td>
<td>90.44</td>
<td>87.92</td>
<td>89.64</td>
<td>88.12</td>
<td>87.24</td>
<td>89.68</td>
<td>89.72</td>
<td>90.16</td>
<td>90.6</td>
<td>89.8</td>
<td>87.84</td>
<td>92.4</td>
<td>89.56</td>
<td>89.28</td>
<td>87.52</td>
<td>89.0</td>
<td>90.0</td>
</tr>
<tr>
<td>$e(n,n)$</td>
<td>12.2</td>
<td>12.72</td>
<td>9.52</td>
<td>8.6</td>
<td>9.56</td>
<td>12.08</td>
<td>10.36</td>
<td>11.88</td>
<td>12.76</td>
<td>10.32</td>
<td>10.28</td>
<td>9.84</td>
<td>9.4</td>
<td>10.2</td>
<td>12.16</td>
<td>7.6</td>
<td>10.44</td>
<td>10.72</td>
<td>12.48</td>
</tr>
<tr>
<td>$e(n,p)$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The table above shows the Top-1 correct and wrong classification for $FT$, $inFT_{sw}$ and $LUCIR$ for ILSVRC with $T = 20$.
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