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1 Introduction

In this supplementary material we provide:

details about the evaluation datasets,

2 Dataset details

2.1 Datasets

implementation details for the tested methods,
results with other normalization approaches,

Error analysis for FT, inF T}, and LUCIR.

Four datasets that were designed for object, face, and landmark recognition are used here.
The choice of significantly different tasks is essential to study the adaptability and robustness
of the tested methods. The main dataset statistics are provided in Table 1.

e JLSVRC [11]is a subset of 1000 ImageNet classes used in the Imagenet LSV RC chal-
lenges. It is constituted of leaves of the ImageNet hierarchy which most often depict

specific visual concepts.

o VGGFace?2 [2] is designed for face recognition. We selected 1000 classes having the
largest number of associated images. Face cropping is done with MTCNN [12] before

further processing.

e Google Landmarks [7] (Landmarks below) is built for landmark recognition, and we
selected 1000 classes having the largest number of associated images.

e CIFARIO00 [5]is designed for object recognition and includes 100 basic level classes [10].
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Dataset train test uU(train) | o(train)

ILSVRC 1,231,167 | 50,000 | 1231.16 | 70.18
VGGFace2 | 491,746 | 50,000 | 491.74 49.37
Landmarks | 374,367 | 20,000 | 374.36 103.82
CIFAR100 50,000 10,000 | 500.00 0.00

Table 1: Main statistics for the evaluation datasets, u is the mean number of images per
class; and o is the standard deviation of the distribution of the number of images per class.

3 Implementation details

A ResNet-18 architecture [3] with an SGD optimizer is used as a backbone for all the meth-
ods. LUCIR [4] is run using the optimal parameters of the public implementation provided
in the original paper. LwF [6] is run using the code from [9].

FT and its derivatives are based on the same fine-tuning backbone and are implemented
in Pytorch [8]. Training images are processed using randomly resized 224 x 224 crops, hor-
izontal flipping, and are normalized afterward. Given the difference in scale and the number
of images between CIFAR100 and the other datasets, we found that a different parametriza-
tion was needed for this dataset. Note that the parameters’ values presented below are largely
inspired by the original ones given in [3].

For CIFAR100, the first non-incremental state and Full are run for 300 epochs with
batch size = 128, momentum = 0.9 and weight decay = 0.0005. The Ir is set to 0.1 and is
divided by 10 when the error plateaus for 60 consecutive epochs. The incremental states of
FT are trained for 70 epochs with batch size = 128, momentum = 0.9 and weight decay =
0.0005. The learning rate is set to [r = 0.1/t at the beginning of each incremental state Z;
and is divided by 10 when the error plateaus for 15 consecutive epochs.

For ILSVRC, VGGFace2 and Landmarks, the first non-incremental state and Full are run
for 120 epochs with batch size = 256, momentum = 0.9 and weight decay = 0.0001. The
Ir is set to 0.1 and is divided by 10 when the error plateaus for 10 consecutive epochs. The
incremental states of F'T are trained for 35 epochs with batch size = 256, momentum = 0.9
and weight decay = 0.0001. The learning rate is set to /r = 0.1/¢ at the beginning of each
incremental state Z, and is divided by 10 when the error plateaus for 5 consecutive epochs.

4 Results with other calibration methods

Table 2 provides results with mean and min-max normalization of weights in addition to L2
and siw. These two supplementary normalization techniques are defined below.

e min-max normalization - each dimension of the classifier is calculated using:

_ wig—min(W)
k= max(W) — min(W) M

e mean normalization - each dimension of the classifier is calculated using

P n(w)
max(W) — min(W)

@
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Dataset ILSVRC VGGFace2 Landmarks CIFAR100
States T=10 T=20 T=50 | T=10 T=20 T=50 | T=10 T=20 T=50 | T=10 T=20 T=50
inF Tin—max 33 10.0 7.1 4.7 20.1 18.5 172 122 6.3 199 183  20.7 || -55.52

G

inF Tpean 54.1 494 380 | 69.7 784 586 | 728 61.1 413 | 529 381 21.0 || -23.76
inF Ty 51.6 433 345 | 768 66.8 551 | 614 525 392 | 475 393 225 || -26.80
inF Ty, 61.6 519 399 | 840 80.6 619 | 751 626 432 | 56.0 418 225 || -20.97

Full 92.3 99.2 99.1 91.2 -

Table 2: Top-5 average IL accuracy (%) for the min-max and mean normalization tested in
addition to L2 and standardization, with T={10, 20, 50} incremental states. Best results are
in bold.

Standardization provides the best performance for all tested configurations. Mean cali-
bration is second best and has better performance compared to the L2-normalization already
used in [1]. Calibration with min-max is not effective and did not provide any good results.

5 Error analysis

Following [1], in Table 3, we provide top-1 correct and wrong classifications for: (1) FT -
the simplest method tested, (2) LUCIR - the best existing method (3) inF'T}}; - the proposed
method. The analysis is done for the large dataset ILSVRC, with T = 20 states. ¢(p) and
c(n) are the correct classification for past/new classes. e(p,p) and e(p,n) are erroneous
classifications for test samples of past classes mistaken for other past classes and new classes
respectively. e(n, p) and e(n,n) are erroneous classifications for test samples of new classes
mistaken for past classes and other new classes respectively. Note that the percentages on
the first three and last three lines of each table sum up to 100%. Since the number of test
images varies across IL states, percentages are calculated separately for test images of past
and new classes in each Z; to get a quick view of the relative importance of each type of
errors. ¢(p), e(p,p), and e(p,n) sum to 100% on each column, as do ¢(n), e(n,n), and
e(n, p). The analysis shows that vanilla FT suffers from a total forgetting of the past classes
since all their test images are wrongly classified. The effect of catastrophic forgetting is
obvious in the way that 100% of past classes are mistakenly classified as belonging to new
classes. Equally important, standardization of the initial weights not only reduces forgetting,
but also reduces considerably the confusions among new classes. The comparison of LUCIR
and inFT]¢ shows that the first method is better at classifying test samples of new classes
but has worse behavior for test samples of past classes. LUCIR c(p) scores are better for
the first three iterations but fall behind those of inF'T}} afterwards. Note that both methods
are strongly affected by catastrophic forgetting toward the end of the incremental process,
with top-1 accuracy at 6% and 11.8% for LUCIR and inFT[;{ respectively. This finding
indicates that, while both distillation in LUCIR and classifier weights replay inFT,)'C have a
slight positive effect, memoryless IL remains a very challenging task. It is also interesting
that the distribution of errors is different. LUCIR fails to ensure fairness between past and
new classes since e(p,n) are much more frequent than e(p, p). inF T\ is less biased toward

new classes but produces a large number of confusions between past classes (e(p, p).
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Incremental states 2 2 23 24 Zs Zs 2 23 2y Zio Zn Zn 2 2u 215 Zis 21 Zis 2w

c(p) 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

e(p.p) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

~ e(p.n) 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

& c(n) 87.8 87.28 9048 914 9044 87.92 89.64 88.12 87.24 89.68 89.72 90.16 90.6 89.8 87.84 924 89.56 89.28 87.52

e(n,n) 122 1272 952 86 956 1208 1036 11.88 12.76 1032 1028 9.84 9.4 102 12.16 7.6 1044 10.72 1248

e(n,p) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

c(p) 384 270 332 313 290 220 201 150 179 147 177 165 153 13.1 132 140 141 125 118

e(p,p) 227 150 414 419 607 485 518 319 602 407 68.1 626 668 482 472 669 649 527 500

Eif e(p.n) 389 580 254 268 103 295 281 530 219 446 141 209 179 387 396 191 210 348 382

] c(n) 758 827 757 758 672 751 774 838 698 832 686 761 705 820 784 762 726 804 803

= e(n,n) 8.5 115 42 3.1 18 6.8 4.6 9.8 4.5 79 32 35 3.1 6.5 8.3 2.7 38 54 77

e(n,p) 157 58 200 211 31.0 180 180 64 257 89 282 204 264 115 133 21.1 236 141 120

c(p) 66.1 469 335 267 232 190 151 133 11.8 99 9.1 8.3 79 8.0 715 6.7 6.5 6.0 6.0

e(p,p) 42 101 147 204 266 258 241 275 279 281 283 288 298 315 293 308 296 296 306

E e(p.n) 298 429 518 529 502 553 608 592 603 620 626 630 623 605 632 625 639 644 634

3 c(n) 783 797 822 822 824 782 826 815 790 845 827 834 841 829 812 862 828 833 812

e(n,n) 16.0 155 135 114 122 152 123 130 145 114 119 119 112 115 142 90 117 121 138

e(n,p) 5.6 4.8 4.4 6.4 5.3 6.6 5.2 55 6.5 4.1 5.4 4.8 4.6 5.6 4.6 4.8 55 4.6 5.0
Table 3: Top-1 correct and wrong classification for FT, inF T} and LUCIR for ILSVRC

with T = 20.
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