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Supplementary Material

This document provides supplementary material for the paper “Text and Style Conditioned
GAN for Generation of Offline-Handwriting Lines” submitted to BMVC 2020, including
details of the human study described in the paper, additional image results, additional ex-
perimental ablation study results, and architectural details for the networks described in the
paper. The sections are as follows:

* S.1 Details on FID (and GS) computation.
¢ S.2 Details on human experiment.

* S.3 Additional generation results.

* S.4 Additional ablation results.

» S.5 Network specifications of each model part.

S.1 Discussion of FID evaluation and GS details

FID [12] is evaluated by passing an image through the convolutional network Inception-v3
and computing statistics on the average pooled features. Inception-v3 was designed to accept
images of size 299 x 299, and thus most implementations of FID rescale images to this size
before feeding them to the network. In most situations this is fine since GANs typically
generate square images. However, in the case of handwriting, particularly lines, images
are generally much wider than they are tall. Resizing them to be square causes significant
distortions to the image. Thus, it would make sense to resize images to a height of 299
and maintain the aspect ratio. Since Inception-v3 is fully convolutional up to the average
pooling, it can accept variable sized images. We evaluated FID with both the original square
resizing and aspect ratio preserving resizing. We found the scores produced when preserving
the aspect ratio appeared closest to the FID reported in [2] and [6] and thus assume these
authors applied something similar, although they do not report this. We follow [2] in using
25,000 training set images and generate 25,000 images using the same lexicon (words or
lines depending on dataset), but styles extracted from the test set. Like [6], we only run the
experiment once.

When comparing our generated images to RIMES words, there is a distribution differ-
ence caused by segmentation differences. RIMES words are segmented tightly to each word.
Our model is trained on RIMES lines, which generally have more whitespace on the top and
bottom of each word. Fig. 5 demonstrates this difference. To make comparison more fair, we
crop our generated words on the top and bottom to the first ink pixel (value less than 200).
This cropping resembles the segmentation of the word images and slightly improves our FID
score.

We also question in general the validity of using FID score for handwriting images. As
Inception-v3 is trained on natural images, not handwriting, FID seems ill-suited for evalu-
ating the quality of handwriting images. Further investigation is required into the topic of
applying FID to image domains other than natural images.

For GS [22], the data is expected to all be the same size. Because the dataset has variable
width images and our method produces variable width images, we pad images to be the same
width. Neither [2] nor [6] report how they handled this. Like [6], we only run the experiment
once.
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S.2 Human Study Details

We submitted 78 image tasks to Amazon Mechanical Turk (35 real, 35 generated, 8 poorly
generated), requesting 200 workers to review each image. Each task consisted of instruc-
tions, with example images, a task image (real, generated, or poorly generated) and two
multiple choice questions. The first question asked the worker to select the correct transcrip-
tion for the task image. Two choices were shown, one with the correct transcription, the other
a permutation of the correct transcription’s words (where the first and last words remained
in the same place). We removed punctuation so the permutation didn’t create artifacts that
made the choice too easy. This was to ensure the worker actually looked at the image and
was paying attention to what they were doing. The second asked if they thought the image
was written by a human or a computer.

The interface the workers saw can be seen in Fig. S1. The correct and incorrect transcrip-
tion options were randomly ordered, the options between human and computer remained in
the same order.

The real instances used in the study were randomly selected from the test set. The gen-
erated images used the same text as the selected real instances, but the styles were from
interpolations between styles extracted from randomly selected test set images.

To help measure the reliability of the workers, we included poorly generated images
which should appear to not be written by a human. These were created using a model only
trained 2,000 iterations. The responses on these images were not included in the final eval-
uation, but were held out to help gauge the confidence that can be placed in the workers
efforts. The poorly generated images used in the study are shown in Fig. S2. The generated
and dataset images used in the study are in Figs. S3 and S4 respectively.

The transcription question was used to filter out workers which were unreliable (likely
clicking random responses to complete the tasks quickly). We only used workers who had
at least 90% accuracy on transcription (permutations can sometimes be very close to the
correct transcription leading to some error in even engaged workers). Additionally, we only
used workers we had at least 6 responses for. The selected workers had 89.5% accuracy on
the poorly generated images, the left-out workers had 79.0% accuracy.
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Instructions:

Images are written either by a human or a computer (Al).
First select what the writing in the image says:
Then select whether you think the image was written by a human or computer.

Human written examples: Computer written examples:

wondieo Qima to oj??@.j Qox, (’;-L’t?ln ”f&l\ [?)"f L;/ fl'kL’k(V&?
working ok Jus seloas, eitbes ek b g dioec foyes

/’é«l FQFHCQ{Q( PPO&M p:.rf/I.} /@OW’L—'J aa'

What does the textin the image say?

O that particular Io

g isnt problem at

O that particulr problem isnt looming at
‘What wrote this?

Q Human

O Computer

Figure S1: A screenshot of the interface the workers saw when completing a task. The
example images remained the same each task. The order in which the correct and incorrect

transcription responses were placed was random. We kept the task image large so detail
could be seen.
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Figure S2: Poorly generated images from an intentionally under-trained model used in hu-

man study to evaluate participant ability or attention. These samples are not from our final
model.
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Figure S3: Generated images used in human study that were generated using random styles
(i.e. random interpolation of style vectors extracted from random pairs of real images from
IAM) and random text from the IAM corpus.
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Figure S4: Dataset images used in human study. These are randomly sampled from IAM.
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S.3 Additional Generation Results

We here show additional results from our model. Fig. S5 shows additional examples of style
interpolation. Figs. S6 and S7 shows generation using random interpolated/extrapolated
styles with fixed and varying text respectively. Figs. S8 and S9 show reconstruction results.
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‘T'M. quick brown fox Jumps over {ae lazy olo&‘
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The quick brown fox jumps owes fhe lazy doo
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The gk brown fox jumps over e lazy doy
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Tre quick. orown fox jumps over Ave \(xz\\ dogy.
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The quick brown fox jumps over the {QZAO dog.
‘ The quick brown fox jumps over the (a.pj dog. ‘

Figure S5: Additional interpolation results between 9 different styles extracted from test set
images.
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Figure S6: Additional generation results using random extra/interpolations between test set
styles using the same text.
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Figure S7: Additional generation results using random extra/interpolations between test set
styles using varying text.
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Figure S8: Additional Reconstruction results. Green is original, blue is our model’s recon-
struction.
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Figure S9: Additional Reconstruction results. Green is original, blue is our model’s recon-
struction.
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S.4 Additional Ablation Results

We present additional results for each of the ablation models:

Fig. S10: No reconstruction loss

Fig. S11: No adversarial loss

Fig. S12: No handwriting recognition supervision

Fig. S13: No character specific components of §

Fig. S14: No pixel reconstruction loss
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Figure S10: Additional ablation results, without the reconstruction losses (random styles).
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Figure S11: Additional ablation results, without adversarial loss.
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Figure S12: Additional ablation results, without handwriting recognition supervision.
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Figure S13: Additional ablation results, without character specific components of S.
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Figure S14: Additional ablation results, without pixel-wise reconstruction loss.
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S.5 Model Specifications

We present here detailed diagrams of various parts of the model:
 Fig. S15: The handwriting recognition model R
» Fig. S16: The generator G
* Fig. S17: The auxiliary spacing network C
* Fig. S18: The discriminator D
» Fig. S19: The encoder E
 Fig. S20: The style extractor S

The encoder E is trained using the same IAM training set. It is jointly trained with a
decoder as an autoencoder with an L1 reconstruction loss and as a handwriting recognition
network with a recognition head using the CTC loss. It is trained with the Adam optimizer
6000 iterations with a learning rate of 0.0002.

Style vector Z
T

One-hot encoding
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Conv2d kernel: 3x3, channels: 256, padding: (1,1), batch norm
Conv2d kemel: 3x3, channels: 256, padding: (1,1)

‘Conv2d block

Linear 64, Leaky ReLU (0.2)

2D convolution followed
by bateh norm and
ReLU (sometimes)

Transpose conv: out channels 256, kernel 4x3, padding (0,1)
Noise injection, Leaky ReLU (0.2), Adain
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Convad kemnel: 3x3, channels: 512, padding: (0,0) Linear, AdalN—————»/ Conv black: out channels 32

Data s one pixel igh Linear, AdalN—————%  Upsample conv black: out channels 16, upsample (22) |

Convld kernel: 3, dilation: 2, channels: 512, padding: 2
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Convld kernel: 3, dilation: 1, channels: 512, padding: 0
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‘Convld block

(dilated) 1D convolution
followed by batch norm
and RelLU

Figure S15: Handwriting recognition net-
work R architecture

Conv block: out channels 16

Conv with 1 output channel, Tanh

Conv block
2D Convolution (3x3 kemel),
noise injection,
Leaky ReLU (0.2), AdalN

Upsample conv block

Replication upsample, 2D
Convolution (3x3 kernef), 3x3
biur, noise injection,

Output image

Leaky ReLU (0.2), AdalN

Figure S16: Generator G architecture
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One-hot encoding

Conv block channels: 128, Dropout(0.1)
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kemel followed by mean” parameters

image G4x\W

|

Conv7x7 d:64, GroupNorm, LeakyRelLU(0.1)

Conv3x3 d:64, SpectralNorm, LeakyRelLU(0.1)
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Conv3x3 d:128, SpectralNorm, LeakyRel LJ{0.1)

Average pooling 2x2

Conv3x3 d:128, GroupNorm, LeakyRelLU{0.1)

Average pooling 2x2

Conv3x3 d:256, SpectralNorm, Dropout{0.05), LeakyRelLU(0.1)

GroupMorm and RelU,
with optional Dropout

Final blank and repeat predictions

Figure S17: Spacer network C which pre-
dicts the spaced text. It predicts the number
of blanks proceeding each character and the
number of times the character should be re-
peated.
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Conv k:5x5 ch:32, GroupNorm, RelU
Average pooling 2x2
Conv k:1x1 ch:32
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W
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Convlx3 d:256, SpectralNorm, Dropout(0.025), LeakyRelU(0.1)
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Figure S18: Discriminator D architecture.
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Figure S19: Encoder network E (green) and auxiliary decoder (red) and recognition head

(yellow) used to train E.




32 DAVIS, ET AL.: TEXT AND STYLE CONDITIONED GAN FOR OFFLINE-HANDWRITING

Pretrained
| BN \ iting \ Conv 2D block |(downsampling)
alanciue 7 recogniton  / Convolution followed by Group
network / Norm and RelU
R
Conv 1D hlock
Conv 2D block channels: 8, kemel: 5x5, pad: (2,2), stride: (1,1) For each predicted Cu&ﬁ%ﬁzﬂ%ﬁﬁﬂ;%?ﬁu‘
Conv 2D black channels: 16, kemel: 4x4, pad: (1,1), stride: (2,2) charactef location [
Conv 2D block channels: 16, kemel: 3x3, pad: (1,1), stride: (1,1) l
Conv 2D block channels: 32, kemel: 4x4, pad: (1,1), stride: (2,2) Extract patch, apply character specific layers
Conv 2D block channels: 32, kemel: 3x3, pad: (1,1), stride: (1,1)
‘Conv 2D block channels: 32, kernel: 4x4, pad: (7), stride: (2,1)
| Conv 2D block channels: 32, kernel: 4x4, pad: (?), stride: (2,1), No norm, no ReLU | ‘ ReLU ‘
Data is 1 unit high Conv 1D channels: 16, kernel: 3, pad: 1, stride: 1
‘ Group Norm, ReLU ‘
Conv 1D channels: 16, kemel: 3, pad: 1, stride: 1
| Append handwriting recognition character probability prediction }1—
Conv 1D block channels: 32, kernel: 5, pad: 2, stride: 1 Each character has
- = its own copy of
[ Max Paol: 2 ‘ [ RelU these layers
Conv 1D block channels: 32, kernel: 5, pad: 2, stride: 1, group norm Conv 1D channels: 32, kemel: 3, pad: 1, stride: 1
Conv 1D block channels: 32, kernel: 3, pad: 1, stride: 1 Group Morm, ReLU
| Global average pooling ‘ Global average pooling
Fully connected: 32
Append RelU
Fully connected: 16
Fully connected: 32 o
RelU
Fully connected: 64+16 Feature vector for each individual character location

Weighted average of feature vectors over all
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Figure S20: Style Extractor S. It leverages the output of R both as additional input and
to (roughly) locate characters. The locations are used to crop features to pass to character
specific layers (the learn to extract features for one character).



