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We include detailed datasets pre-processing in Section 1, complete ablation study results
in Section 2, AU descriptors in Section 3 and more image Retrieval Examples in Section 4.

1 Datasets

BP4D [9] has 41 subjects with around 146,000 AU labeled images. DISFA [6] contains 26
subjects with around 130,000 AU labeled frames. In DISFA, the AU intensity ranges from 0
to 5, and we followed the same procedure as [5, 8] by labeling frames with intensity greater
than 1 to positive and the rest to negative. Similar to [8], both BP4D and DISFA images are
cropped and resized into 256×256 and aligned with the dataset’s provided facial landmarks.
The AU detection is evaluated using a subject-independent 3-fold cross-validation, where
two folds are used for training and the remaining one is used for testing.

EmotioNet [2] consists of 943,673 annotated images, each face being detected and cropped
using dlib [3], resized and center-cropped into 256× 256, similar to VoxCeleb2. We ran-
domly split the dataset in 80/20 ratio with 754,938 images for training and 188,735 images
for validation, and an independent set of about 25,000 images for testing. AffectNet con-
tains eight classes of facial expressions (neutral, happy, sad, surprise, fear, disgust, anger,
contempt). Similar to [4], a subset of AffectNet [7] is used as train/validation set with 85/15
ratio split, which provides around 287,000 images for training and 58,000 for testing. A
separate set is used for validation with 4,000 images.

2 Additional ablation study results

Additional ablation results with per-AU and per-expression performances are available in
Tables 1, 2, 3 and 4. Ablation studies on different network architures can be found in Table
5.
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Method 1 2 4 6 7 10 12 14 15 17 23 24 avg
Triplet 27.6 24.0 38.3 73.6 70.2 79.3 80.7 56.7 25.9 49.5 23.7 28.1 48.1
N-pair-MC 21.8 15.0 28.8 60.8 65.0 73.6 69.7 50.7 32.9 42.3 21.7 20.5 41.9
Ranking k=1 35.2 25.5 30.2 71.3 69.6 81.3 83.3 59.1 30.3 56.1 27.0 33.4 50.2
Ranking k=2 34.2 25.5 40.3 73.2 66.1 80.8 84.6 58.5 25.7 53.6 28.1 27.6 49.9
Ranking k=4 39.5 25.3 40.8 74.9 70.4 77.0 82.6 62.3 33.7 44.4 24.5 32.6 50.7
Ranking Multi 42.3 24.3 44.1 71.8 67.8 77.6 83.3 61.2 31.6 51.6 29.8 38.6 52.0

Table 1: Detailed ablation result on BP4D dataset (F1-score).

Method 1 2 4 6 9 12 25 26 avg
Triplet 13.2 16.7 32.0 32.7 22.5 47.2 57.8 16.9 29.9
N-pair-MC 10.7 2.5 29.7 19.0 13.2 23.9 42.0 6.9 18.5
Ranking k = 1 10.8 20.7 43.3 37.6 12.2 68.7 62.9 46.2 37.8
Ranking k = 2 36.2 41.7 27.8 38.1 23.6 69.3 66.0 21.0 40.5
Ranking k = 4 21.6 27.1 38.3 24.7 21.8 57.2 58.7 22.7 34.0
Ranking Multi 18.7 27.4 35.1 33.6 20.7 67.5 68.0 43.8 39.4
Table 2: Detaield ablation results for DISFA dataset (F1-score).

Method 1 2 4 5 6 9 12 17 20 25 26 avg
Triplet 65.9 65.4 76.2 72.4 85.1 76.2 87.2 67.4 77.0 79.4 66.6 74.4
N-pair-MC 62.8 53.9 64.6 58.2 74.0 58.6 74.4 56.5 62.9 65.9 59.2 62.8
Ranking k = 1 68.1 71.4 78.5 76.2 91.5 80.0 94.7 71.8 75.4 84.0 69.3 78.3
Ranking k = 2 68.5 70.9 77.4 78.5 89.8 77.8 93.3 68.9 80.8 81.8 70.0 78.0
Ranking k = 4 68.6 70.9 78.4 78.6 89.0 79.7 92.2 66.5 77.3 81.0 68.3 77.3
Ranking Multi 70.7 73.3 80.5 82.1 92.1 84.3 95.9 73.4 81.6 87.4 72.2 81.2

Table 3: Detailed ablation results on EmotioNet dataset (AUC).

Method Neutral Happy Sad Surprise Fear Disgust Anger Contempt avg.
Triplet 66.8 77.2 67.0 75.5 75.6 63.2 68.3 67.6 70.2
N-pair-MC 58.4 64.9 59.6 56.9 62.4 54.7 58.9 58.4 59.3
Ranking k = 1 70.6 90.0 70.8 76.7 78.2 73.6 75.2 74.2 76.2
Ranking k = 2 71.6 87.9 71.3 77.5 77.7 71.1 74.6 72.5 75.5
Ranking k = 4 70.0 85.5 68.7 76.9 78.9 70.7 73.1 70.8 74.3
Ranking Multi 73.4 91.4 75.5 79.9 81.6 74.2 76.5 76.0 78.6

Table 4: Detailed ablation results on AffectNet dataset (AUC).
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Method 1 2 4 6 7 10 12 14 15 17 23 24 avg
MobileNet_v2 32.2 25.6 34.9 72.8 70.4 81.0 85.4 54.1 33.0 49.1 32.0 31.1 50.1
ResNet18 35.2 25.5 30.2 71.3 69.6 81.3 83.3 59.1 30.3 56.1 27.0 33.4 50.2
DenseNet121 38.8 30.1 36.2 70.8 70.8 81.1 85.3 60.8 29.9 51.2 29.5 32.7 51.4

Table 5: Detailed ablation result on BP4D dataset with different network architectures(F1-
score) at k=1.

3 Action Unit descriptors
We listed explicit definition for each Action Unit (AU), that are mentioned in this paper, in
Table 6

AU Description AU Description AU Description
1 Inner brow raiser 9 Nose wrinkler 20 Lip stretcher
2 Outer brow raiser 10 Upper lip raiser 23 Lip tightener
4 Brow lowerer 12 Lip corner puller 24 Lip pressor
5 Upper lid raiser 14 Dimpler 25 Lips part
6 Cheek raiser 15 Lip corner depressor 26 Jaw drop
7 Lid tightener 17 Chin raiser

Table 6: The definition of the Facial Action Units (AU), mentioned in this paper, according
to FACS [1]

4 Image Retrieval Examples
Additional examples of retrieved images for our representations and Fab-Net [4] are provided
in Fig. 1.

Figure 1: Additional Image Retrieval Examples: The top 5 image retrieval results for the
query image (the single frame on the left). The left column shows our results, and Fab-Net
retrieval results are on the right.
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