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1 Hyperparameter Studies
Tables 1, 2, 3, 4 and 5 show ablation studies of mean average error for the β and α meta-
parameters of WHENet-V and WHENet, tested on the AFLW2000, BIWI datasets and our
combined dataset. From this, we selected the best overall performance as β = 2 and α = 0.5
for WHENet-V, β = 1 and α = 1 for WHENe, although performance is not overly sensitive
to these choices.

Table 1: WHENet-V MAE vs. α and β on AFLW2000
α = 0.5 α = 1 α = 2

β = 0.5 4.984 4.966 5.113
β = 1 4.946 5.146 4.904
β = 2 4.834 4.953 5.189

Table 2: WHENet-V MAE vs. α and β on BIWI
α = 0.5 α = 1 α = 2

β = 0.5 3.531 3.501 3.554
β = 1 3.551 3.676 3.626
β = 2 3.475 3.466 3.513

Table 3: WHENet MAE vs. α and β on AFLW2000
α = 0.5 α = 1 α = 2

β = 0.5 5.822 5.624 5.620
β = 1 5.484 5.424 5.529
β = 2 5.658 5.414 5.509

Table 4: WHENet MAE vs. α and β on BIWI
α = 0.5 α = 1 α = 2

β = 0.5 3.823 3.855 3.880
β = 1 3.843 3.814 3.786
β = 2 3.710 4.064 3.935
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Table 5: WHENet MAE vs. α and β on our combined dataset
α = 0.5 α = 1 α = 2

β = 0.5 8.009 8.287 7.394
β = 1 7.331 7.655 7.879
β = 2 7.878 7.457 7.694

Table 6: Comparison results on BIWI dataset with different modality methods. WHENet
and WHENet-V are trained on 300W-LP and our combined dataset. The rest of the methods
are trained on BIWI where they split the BIWI dataset into testing and training.

Yaw Pitch Roll MAE
RGB-based
DeepHeadPose [6] 5.67 5.18 - -
SSR-Net-MD [10] 4.24 4.35 4.19 4.26
VGG16 [4] 3.91 4.03 3.03 3.66
FSA-Caps-Fusion [11] 2.89 4.29 3.60 3.60
WHENet-V 3.60 4.10 2.73 3.47
WHENet 3.99 4.39 3.06 3.81
RGB+Depth
DeepHeadPose [6] 5.32 4.76 - -
Martin [5] 3.6 2.5 2.6 2.9
POSEidon+ [2] 1.7 1.6 1.7 1.6
RGB+Time
VGG16+RNN [4] 3.14 3.48 2.6 3.07

2 Robustness
A key objective of WHENet is to be robust to adverse imaging conditions as well as occlu-
sions and accessories such as eyewear and hats. Much of the robustness of WHENet can be
derived from using a similar network architecture as Hopenet [8] which also performs well
due to the CNN architecture.

Figure 1 shows a selection of occluded face images where the subject tried to maintain
consistent head pose while blocking areas of their face. The angular predictions are quite
stable with angles varying by only 7◦ in spite of siginificant occlusions of features (some
underlying variation of pose is expected due to subject motion). This suggests the method is
learning high-level features rather than specific localized details.

Figure 1: Head pose estimation with occlusion. Subjects asked to remain still while covering
different regions of their face. Predicted deviations are within 7◦ of the unoccluded view
(left). Some amount of deviation is expected due to slight subject motions.

We also evaluted the effect of resolution. Figure 2 illustrates qualitatively that prediction
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accuracy is not seriously degraded by aggressive downsampling of up to 16X.

Figure 2: Downsampling factor vs. yaw, pitch & roll. Ground-truth values were 47.6, 22.0,
18.8. Images were downsampled by indicated amount and then resized to their original
size using nearest-neighbor interpolation before being supplied to WHENet. Head pose
predictions remain relatively stable event when images are aggressively downsampled by up
to 16X. Original image from [12]

We carried out this test in aggregate on the AFLW2000 dataset. The results are shown in
Figure 3 and compared to Hopenet [8] and FSANet [11]. We list the smallest reported errors
for Hopenet among the four training strategies in [8] and thank the authors for providing this
data.

Figure 3: Effect of downsampling factor on MAE. WHENet (orange) shows consistent im-
provement over the already impressive Hopenet [8] and FSANet [11] performance (grey and
black). For Hopenet we plot the minimum (best) value at each downsampling factor among
all training strategies reported in [8]

In summation, full-range WHENet targets a task that is outside the scope of the existing
state-of-the-art using a faster and significantly smaller network. In spite of this, it meets or
beats state-of-the-art performance for the restricted case of HPE for frontal-to-profile views
when evaluated on two datasets that were not used during training.
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3 Applications

Here we show qualitative examples of WHENet applied to several applications that demon-
strate how HPE can integrate with real-world systems and how our training strategy allows
the method to generalize to low-resolution and low-quality data that was not present during
training.

Figure 4 shows using a pose detector based on Lightweight OpenPose [7] code to detect
pose keypoints while using WHENet to predict head pose. Frequently pose-estimations do
not estimate sufficient keypoints for accurate HPE but by incorporating a full-range HPE
method such as WHENet, such limitations may be overcome. This could be used, for exam-
ple, in sports broadcasting or by coaching staff to estimate participants fields of views and
situational awareness when analyzing plays.

Figure 4: WHENet applied to head crops generated from keypoint predictions from [7], key-
points shown as dots, illustrating how HPE can be integrated with full-body pose estimation
methods. Images from [9]

Figure 5 depicts a hypothetical driver-attention module where drivers are considered at-
tentive with camera-relative yaws < 30◦ and inattentive otherwise. The extension to full-
range could extend this to predicting blind spots during other activities such as reversing
without requiring additional hardware.
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